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ABSTRACT

The possibility of engineering the light-matter coupling with optical cavities has recently
emerged as a new path to manipulate the collective properties of quantum materials. In this
doctoral thesis, we explore the effect of light matter coupling inside a cavity on the complex
materials CuGeQOs3, 1T-TaS; and SrTiO3 through terahertz spectroscopy. In order to exploit
the light matter interaction in cavity confined system, we built a terahertz Fabry-Pérot
resonator that can couple with low energy excitations and subsequently affect the collective
behaviours in complex materials. The capability of the setup to tune the cavity fundamental
mode at the cryogenic temperatures makes it highly versatile to study a wide range of
quantum materials. Firstly, we will show the signatures of vibrational strong coupling in
the normal phase of a spin-peierls compound CuGeOs and the charge density wave(CDW)
material 1T-TaS, when embedded inside a resonant terahertz cavity. Observation of Rabi
splitting indicates hybridization between material excitations and fundamental mode of the
cavity in the strong coupling regime. Notably, for 1T-TaS,, we reveal a multimode vibrational
coupling scenario arising from the coupling between the fundamental cavity mode and
multiple charge density wave phonon modes in the dielectric phase of the material. We
will then investigate the first order metal-to-insulator phase transition of the CDW material
1T-Ta$S, inside a cavity. We unveil that the effective phase transition temperature can be
controlled by tuning the cavity frequency and mirror alignment pointing to a scenario in
which the cavity can filter the heat load on sample from the electromagnetic environment in
a Purcell-like mechanism. Finally, we will discuss the cavity mediated nonlinear reponses in
a paraelectric material SrTiOs. The findings suggest that the nonlinearities likely associated
with the soft phonon mode, are enhanced within the cavity’s electromagnetic environment
hence unveiling the potential to achieve the anharmonic regime of quantum materials
without the need for intense lasers.
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INTRODUCTION

"Light and matter are both single entities, and the apparent duality arises in the limita-
tions of our language"- Werner Heisenberg (on Quantum Mechanics, 1930). As Heisenberg
observed, Albert Einstein’s interpretation of photoelectric effect[1] and quantum theory of
light have been groundbreaking in our understanding of light matter interactions. The dis-
covery that light is quantized into discrete packets of energy called photons fundamentally
changed our understanding of electromagnetic radiation and established the foundation of
quantum mechanics. Quantum mechanics have been successful in explaining chemistry and
various properties of materials. However, Maxwell’s theory of electricity and magnetism
required significant modifications according to the fundamentals of quantum mechanics in
order to understand light matter interaction. So, quantum electrodynamics(QED) has been
formulated by physicists like Feynman in 1929 providing a comprehensive framework for
explaining interaction between light and matter.

Quantum electrodynamics(QED) is the theory of electromagnetic interaction of photons
and charged particles. QED has been called "the jewel of physics" because the theory has
been extremely accurate in predicting the anomalous magnetic moment of the electron,
and the Lamb shift of the energy levels of hydrogen[2, 3]. The QED theory could explain
wide range of phenomena, from scattering to absorption and emission of light by atoms
surviving more experimental scrutiny than any other physical theory[4]. Overtime, it has
developed as a basis of all other field theories, which together with general relativity form
the fundamental core of contemporary physics. The ordinary QED can be extended to more
complex and controlled environments, giving rise to the field of cavity QED(cQED).

In the early times, spontaneous transitions seemed uncontrollable and irreversible,
much like the emission of photons in to far-field by an excited atom. However, recent
advances in the field have made it possible to control the rate of these transitions or even
reverse them entirely. This has been achieved by placing an atom in a small box with
reflecting walls constraining the wavelength of photons that can be emitted or absorbed.
This idea is the basis of Cavity Quantum Electrodynamics(cQED). In quantum optics, cavity
refers to a resonator for electromagnetic radiation. So, the boundary conditions imposed
by the cavity in the local environment influences the spatial and spectral properties of the
electromagnetic field and hence the atom field interaction significantly.
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The history of cQED dates back to 1940s, when Edward M. Purcell reported the changes
in the spontaneous emission rate of nuclear magnetic transitions at radio frequency for a spin
system coupled to a resonant electrical circuit[5]. He showed that the rate of spontaneous
emission is enhanced by a factor of 3QA3/47?V, where Q is the quality factor, A is the
wavelength and V is the volume of the resonator. This enhancement, known as the Purcell
effect, originates from the modification of the local density of states (LDOS) available for
the radiated photon by the resonant circuit, compared to the LDOS in free space. The
same principle applies to an atom inside an optical cavity, where the cavity modifies the
photonic environment, thereby altering the emission characteristics of the atom. This
specific scenario falls within what is known as the weak-coupling regime. Within this
regime, both spontaneous emission enhancement[6] and inhibition[7] for an atom in a cavity
was experimentally demonstrated.

However, cavity QED experiments have now evolved in to higher and higher atom-
cavity coupling placing them in the regime of 'strong coupling’. In this regime, light matter
interaction is characterised by periodic exchange of energy between the atom and the
enclosing cavity. The strong light matter interaction has been first reported for a single
Rydberg atom in a microwave cavity[8]. Since then, several experiments have been published
in which the strong coupling between atom and a single cavity mode is exploited[9-13].
In order to achieve strong light matter coupling regime, the coherent interaction between
the light and matter has to overwhelm the incoherent dissipative processes. So, the system
must combine large coupling with longer lifetimes for both material excitation and cavity.
This ensures that the emitted photon remains trapped inside the cavity to be reabsorbed
again by the material. Hence, the spontaneous emission is a reversible process in the strong
coupling regime. When an excitation in the material is coupled to a resonant cavity mode it
undergoes Rabi oscillations which is a result of back and forth energy exchange between
the cavity and the material excitation at a well defined frequency (the Rabi frequency). The
light matter interaction in a strongly coupled system is significant enough to result in the
phenomena called Rabi splitting, where new light matter hybrid states called polaritons are
formed.

Strong light matter coupling has been widely demonstrated in chemical systems like
isolated atomic and molecular systems[11, 9, 14-16] and the studies have been recently
extended also to organic and inorganic semiconductor excitons[17-19], phonons[20-27], or
magnons[28]. In addition to this, recent years have seen efforts focused on exploiting these
strong light-matter interactions to alter the material properties by embedding materials into
cavities. Confining light in to smaller volume using optical cavities enhances light matter
coupling resulting in new states where quantum fluctuations of light and matter modify the
material properties. In this approach, new phases can be achieved in materials in its ground
state without driving the system out of equilibrium using intense lasers.

Numerous theoretical proposals and experimental demonstrations have been reported
on the cavity control of collective phenomena in quantum materials. The theoretical frame-
works propose enhanced superconductivity through cavity-mediated electron pairing[29-
34], cavity control of the competing order between charge density wave and supercon-
ducting phases[35], cavity control of excitons[36], enhanced ferroelectricity[37-40], and
cavity control of magnetic order[41]. Experimental demonstrations have reported that cou-
pling with the cavity can change the magneto transport in two dimensional materials[42],



suppress the topological protection of the integer quantum Hall effect[43], or even mod-
ify the critical temperatures and the magnetic order in conventional and unconventional
superconductors[44, 45].

Outline of the Thesis

The goal of this thesis is to transform some of the previously mentioned theoretical
frameworks to an efficient experimental tool for tailoring material properties through light
matter interaction. The research aims to uncover new dimensions in the behavior of quantum
materials under the influence of confined electromagnetic fields, potentially leading to novel
functionalities and applications.

To explore light matter interaction, a specially developed tunable cryogenic cavity and
terahertz spectroscopy were employed. The built cavity assembly has been proven to be
efficient in tuning the cavity resonance, at cryogenic temperatures enabling targeting the
excitations in the materials we want to couple with. Terahertz spectroscopy provides an
efficient mean to probe the dynamic responses of the light matter hybrid system.

The structure of this thesis is as follows:

¢ Chapter 2 provides a comprehensive overview of the theoretical foundations and
experimental techniques related to light-matter interactions in optical cavities. It
covers basic principles of the Fabry-Perot optical cavities and a general framework of
the weak-coupling regime(Purcell effect) and the strong-coupling regime.

* Chapter 3 has been focused on giving a general introduction to ferroelectricity and
the soft mode dynamics across the ferroelectric phase transition. The chapter also
gives a detailed explanation on the mechanism behind the quantum paraelectric state
in incipient ferroelectrics like SrTiO3; and the research frameworks that has reported
induced ferroelectricity in SrTiO3 using subtle external perturbations. The purpose of
this chapter is to offer an insight into the significance of the soft mode in driving the
ferroelectric state and its role in the nonlinear responses of SrTiO3, which are reported
in the chapter 7 of this thesis.

e Chapter 4 is dedicated to providing a detailed description and characterization of the
experimental setups that has been employed in this thesis. These setups include a
tunable cryogenic terahertz cavity, a broadband terahertz time-domain spectrometer
for the characterization of light-matter hybrids, and a nonlinear terahertz spectrometer
to study the nonlinear responses.

¢ Chapter 5 presents the experimental findings of strong light-matter coupling in
CuGeOs3 and charge density wave(CDW) material 1T-TaS,. In the first section, We
demonstrate vibrational strong coupling in a CuGeO3; sample at low temperatures
providing the evolution of the strong coupling features in the terahertz pulses. In
addition, the thermal evolution of the vibro-polaritons have been also mapped. The
second section focuses on examining the multimode vibrational coupling within the
dielectric phase of charge density wave(CDW) material 1T-TaS; resulting from the
cavity mediated hybridization of CDW phonons in the material. The evolution of the
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multimode polaritons across the insulator to metal transition has been tracked to map
the influence of free carriers on the splitting between polaritons.

Chapter 6 provides experimental evidences for the impact of cavity electrodynamics on
the first order metal insulator phase transition in CDW material 1T-TaS,. We will show
that the effective critical temperature of the metal to insulator phase transition can be
controlled by changing the resonant frequency of the cavity and the alignment of the
cavity mirrors. We highlight that the reversible control of metal-to-insulator phase
transition can be achieved in 1T-TaS; by tuning the fundamental mode of the cavity at
a fixed temperature. We propose two scenarios to elucidate the cavity-mediated effect.
The first scenario is derived from the renormalization in the free energy of the metallic
phase, while the second scenario explores the possibility of cavity mediated change in
the actual temperature of the sample.

Chapter 7 focuses on investigating the nonlinear responses of SrTiOs inside an optical
cavity. The studies show a nonlinear absorption-like feature is enhanced when the
sample is embedded inside an optical cavity. The thermal evolution of the spectral
features implies that the nonlinearity can be possibly linked to the anharmonicity of
the soft phonon mode. The findings highlight that the effect can be attributed either
to cavity induced field enhancement of resonant frequencies or to the modification
of anharmonic soft mode potential by the vacuum fluctuations inside the cavity,
facilitating the emergence of nonlinearity even at lower field strengths.



2

LIGHT MATTER INTERACTION IN OPTICAL
CAVITIES

Cavity quantum electrodynamics is based on the interaction between the matter and
confined modes of the electromagnetic field which can be realized within the optical
cavities[46, 47]. Optical cavities confine light spatially and temporally and this creates
quantized field as a set of harmonic oscillators[48]. In the simplest configuration, a cavity
can be understood with a set of boundary conditions that reflect light back and forth, whose
density of states is different with respect to the one in free space, leading to an enhanced
light-matter interaction with respect to the one observed in vacuum.

In this chapter, we present the characteristics of the optical cavities, specifically focusing
on the case of co-planar Fabry-Perot optical cavities which are the one employed in the work
presented in this thesis. After a brief introduction on the Fabry-Perot resonator, we give
a theoretical description on weak and strong coupling regime of light matter interaction
inside optical cavity.

2.1 Fabry-Perot Optical Cavities

The simplest form of optical cavity refered as Fabry Perot cavity contains an arrange-
ment of two plane mirrors facing one another forming a standing electromagnetic wave
inside the resonator[48-50]. The plane mirrors are arranged parallel to each other so that
light bounces back and forth between the mirrors, thereby forming a standing wave. If the
light entering through one of the partially transmissive mirror is in resonance with the cavity,
it combines constructively after each round trip and hence gives maximum transmission at
the output of the cavity. In resonance conditions, (assuming there is no light penetration
in to the cavity mirrors) the cavity length can be written as the integer multiple of half

Leav=m ( A > 2.1)

2n

wavelengths as,
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where, A is the wavelength of the light, n is the refractive index of the material inside the
cavity and m is the integer. The standing waves which can be realized within a Fabry-Perot
resonators are depicted in Figure 2.1 for different multiples of the mode index m.

A/2

i,

h 3\/2 i

Fig. 2.1 Standing Waves in a Fabry Perot Cavity. a) Structure of a Fabry—Perot cavity. The
cavity length is equal to an integer number of intracavity half wavelengths (A/2)

The optical cavity employed in this thesis doesn’t have perfect boundaries, so the
energy of the confined electromagnetic field leak in to the environment. This results in
the cavity modes to decay in time. The trapping efficieny or the dissipation of the cavity

(through absorption, scattering or leakage through the mirrors) is quantified using quality
factor(Q)[51]:

We

Q=

e (2.2)

where w. and Aw, are the frequency and the linewidth(full width of half maximum((FWHM))
of the fundamental cavity mode. The quality factor of the cavity can be improved by increas-
ing the reflectivity of the cavity mirrors. However, the most widely used Fabry Perot cavities
based on metallic mirrors have a very low quality factor(10-100), which is limited by the
intrinsic reflectivity of the metals and by large mode volumes[49]. Very high Q values(~ 10'!)
can be achieved by using super-mirrors with extremely low losses[52]. In addition, silica
microspheres with whispering gallery resonator modes have been reported to be exhibiting
quality factors around 10'°[53, 54].

For a plane wave incident on the input mirror of the cavity, the reflected and transmitted
field can be written in terms of mirror reflectivity(R) as,

Eret _ _ R 2.3)
Einc
Etrans o
=v1-R (2.4)
Einc

The incident field, Eiy, . can be written as a plane wave, Ein = Ege 1%t. For the wavelength
A, the input field propagating through the cavity from the input mirror to the end mirror
will acquire a phase component 5y = %, where we have denoted with L4 the cavity
length and with n the refractive index of the medium within the resonator. Assuming that
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the reflecting surfaces of both the mirrors are identical, the field after the second mirror, i.e.
the first transmitted field of the cavity can be expressed as,

E; = (1—R)Ege H(wt—d0) (2.5)

where, k = 27 /A .

If a wave is reflected twice inside the cavity before being transmitted its amplitude can
be written as,
E, = (1 —R)REge Hwt—d0)i28 (2.6)

26 is the phase shift accumulated due to the round trip inside the cavity. We can take
similar consideration for the other waves that are reflected multiple times inside the cavity.
Considering that number of transmitted waves contributing to the total transmitted field
to be infinitely large the total transmitted field of the cavity can be calculated by using an
infinite geometric series,

Er=E+E+E3+...

— Eo(l _ R)efi(wtféo) (1 + ReiZég + R2€i45+...) (27)
(1 _ R)efi(wtféo)
~ K .
1—Rei2®

From the above formula, the transmitted intensity can be written in terms of incident

intensity.
(1-R)?

1+ R? —2Rcos 25

. (1-R?

~ Y14+ R2—2R+2R(1—cos28)
(1-R)?

1—R)2 +4Rsin® §

__ I

~ 1+Fsin?s

It =1,

(2.8)

=l

4R

2mnLlcgy
(1—R)2 N

where F = is called coefficient of finesse[51] and for normal incidence & =

From this, we realize that the transmitted intensity is a periodic function of 6 and
maximum intensity Iy is achieved when & = pm, p is an integer. Hence, the Fabry Perot
transmission is modulated along the wavelength according to this condition. Figure 2.2
shows the transmitted intensity as a function of 5. The peaks correspond to the resonances
of the cavity.

2.1.1 Parameters of a Fabry Perot Cavity

Free Spectral Range

As we mentioned before, the cavity resonates when the length of the cavity is an integer
number of half wavelengths. The resonance frequency of the cavity can be expressed in

terms of cavity length as[50, 51],
nc

f:
7 2Llcav

(2.9)
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2 I 3n72 2n 5n/2
Delta (6)

Fig. 2.2 Transmission of a Fabry Perot Cavity a) Transmission intensity of the cavity as a

function of phase, 5

Figure 2.3 shows the transmitted intensity as a function of frequency and the peaks are
associated to the resonances of the cavity. The difference between adjascent resonances are
called Free Spectral Range(FSR)(Figure 2.3).

FSR = fe(n+1) —fc(n) = C/2L (2.10)

04 06 08 1.0 12 14 16 18 20
Frequency (THz)

Fig. 2.3 Fabry Perot Parameters. a) Transmission intensity of the cavity as a function
of frequency for different mirror reflectivities. Free spectral range(FSR) is a measure of
sharpness of the transmission peaks.

Finesse

Finesse is related to the number of round trip a photon make before decaying inside
the cavity through scattering, absorption or transmission through the mirror. Finesse of the
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cavity is defined as[50, 51],

R _m
Ye dc
where y. and 8. are the linewidth of the resonance peak in terms of frequency and phase

F .11)

shift respectively. v, can be calculated from the full width half maximum of the resonance
peak, FWHM. The vy, can be obtained by substituting in to Equation 2.8 for a transmitted
intensity which is half of the peak value,

1 Iy
“lp=—----—— 2.12
2" 1+ Fsin2(35.) 212)
Since 6. << 71, we can use the approximation sin(%éc) ~ %6C to obtain,
2 (1—R)
de =—= = 2.13
and Finesse,
. /R
=—=— 2.14
¥ 5 1-—R (2.14)

Figure 2.3 shows the transmitted intensity at different mirror reflectivities. It can be noted
that the linewidth of the modes reduces with an increase in the mirror reflectivity. Large
Finesse also means that the transmission peaks are well-isolated and the light incident on
cavity close to one resonance frequency interacts with only one cavity mode.

Quality Factor

The optical field stored within the resonator decays over time. The shape of the decay,
as for any underdamped harmonic oscillator, is a decaying exponential with time constant
1/v¢[50, 51]. For an optical cavity of resonance frequency, w. Fourier transform of the cavity
Lorentzian can be written as,

E(t) cos(wct)e’yTCJt (2.15)

and optical period, T = 27t/ w,. Energy, [E[*> will be:
[E(t)]> o (e~ (Ye/2t)2 — gvet (2.16)
and the energy density decay over time:

d ~
— [P ocyee et (2.17)

Qulity factor(Q) of a cavity is the number of optical cycles (x 27) before the stored
energy decays to 1/e of original value. So, the quality factor can be written as the ratio of
energy stored and energy lost per cycle.

E(P o We (2.18)

Q= —LEQP T ve T e
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The Finesse and the Quality factor are related by,

F  FSR

Q We

It can be noted that, if one changes the resonant frequency of the cavity(resonator’s round-

(2.19)

trip length) while keeping the losses per round trip constant, the Finesse stays constant,
while the Q factor increases. The latter reflects that it will take more time for the optical field
to decay.

2.2 Weak-Coupling Regime: Purcell Effect

The light and matter has been treated as different entities and were described by their
own properties before the development of quantum mechanics. Since the onset of quantum
physics, spontaneous emission, which has been regarded as a fundamental property of
the matter has emerged as a property of emitter-vacuum system rather than of an isolated
emitter[55]. The modification of the density of states by placing the radiating atom near a
metallic structure has been first predicted by Edward Purcell[5, 56]. Therefore, the emission
rate of the matter can be enhanced or suppressed by its surrounding electromagnetic
environment due to the so called Purcell effect for example, by placing the emitter in a
cavity.

2.2.1 Emission in Freespace

Spontaneous emission of an emitter with two electronic level can be referred as a jump
of the electron from an excited state to ground state accompanied by the emission of a photon.
This process can be associated to the coupling between the emitter and the electromagnetic
field. The radiation field can be described as an infinite set of harmonic oscillators with a
ground state of zero point energy, hw/2 associated to the quantum fluctuations[57]. The
vacuum electric field can be defined as[55],

hw
2€0V

(2.20)

Evac =

where, €y is the permittivity of free space, V is the size of an arbitrary quantization volume
and w is the mode frequency. The coupling between the emitter and the field is quantified
using rate of energy exchange between emitter and the field, referred to as Rabi frequency
of the vacuum, Q,4[55]:

-

Qvac =D ?vacﬂ;L (2-21)
here, D is the matrix element of the electric dipole of the emitter between the two levels. The
scalar product confirms the importance of relative orientation between the dipole moment
and the electric field[58, 59]. The mode density(p,qc(w)), defined as the no of modes per
unit frequency interval can be calculated by the expression pyqc(w) = w?V/m?c3. The
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probability of photon emission per unit time(Tyqc) is given by Fermi’s "golden rule"[55, 5]:

3 2
_ 2 Pvac(w) o w D
Tvac = 2 ac 3 " 3mhe® €y

(2.22)

In the free space, emitter can radiate into any mode that satisfies the conservation of energy
and momentum. So, the exponential decay of the emitter is an irreversible process due to
the continuum of field modes resonantly coupled to the emitter.

2.2.2 Resonant Cavity Emission

The mode structure of the vacuum field is significantly modified inside a cavity. If an
emitter is embedded at the center of an optical cavity resonant with the photon energy the
emission rate will be enhanced compared to the one of free space. Because, since the cavity
has finite volume, the allowed standing wave patterns are spatially confined, increasing
effectively the density of states. If the cavity is off-resonant the set of states associated with
it will not be relevant for the emitter resulting in an inhibited emission[7]. Hence, resonant
cavity acts as a spectral filter and leads to an increase in the local density of photonic
states at the emitter’s position, thereby enhancing the emission rate[60]. Figure 2.4 shows
the spontaneous emission dynamics of InGaAs quantum dots (QDs) in a photonic-crystal
nanocavity. The QDs exhibit faster decay in a resonant cavity (which enhances the density of
states that the QDs can decay to) and more slowly in an off- resonant cavity (which shields
the QD from the environment)[61, 15].

QDs in resonance

— QD in bulk
>3
o F 3
— QDs off resonance 3
2 ]
‘B
o I VN T
SF I VR 0 MR
S F §J L m, Moy, 3
a o 0% MR e

0 2 4 6 8 10

time (ns)

Fig. 2.4 Purcell effect in quantum dots (QDs) embedded inside a photonic-crystal nanocav-
ity. a) Time- resolved micro- photoluminescence intensities of InGaAs QDs on resonance
with the cavity, off resonance and in bulk without any cavity.[61, 15]

The behaviour of an emitter inside cavity is determined by the ratio of Rabi frequency of
the emitter in vacuum to the linewidth of the cavity(Aw,). The cavity linewidth is essentially
the density of modes "seen" by the emitter in the cavity or inverse of the lifetime of a photon
in the cavity. The linewidth of the cavity is related to the dissipations through the cavity
mirrors. So, it can be defined using the Quality factor, Q = w/Aw,. In a low Q-cavity, the
emitter undergoes an emission in an enhanced rate. The radiative rate inside a cavity of
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volume V can be calculated as[62, 55]:

A3
Teav = Tvac QV (2.23)

The emission rate is increased by a ratio of % inside cavity.

These effects inside the cavity are characteristics of the weak coupling regime, which
is the case in which photon is not reabsorbed by the emitter as they are lost in to the far-
field much faster than the emitter can interact with the cavity. However, the spontaneous
emission becomes reversible when the energy exchange between the emitter and the field
dominates the dissipative processes in the system, which is referred as strong coupling
regime. This will be detailed in the next section.

2.3 Strong-Coupling Cavity QED

If the resonant interaction between the confined electromagnetic field and matter is
strong enough the energy exchange between the light and the matter become reversible.
In this regime, dubbed strong light matter coupling, not only the radiative decay rates
are affected as in the weak coupling regime, but also new energy levels are formed in the
system. The formation of the two new hybrid states separated in energy is known as Rabi
splitting[63]. The first experimental demonstration in this direction was strong exciton-
photon coupling in 1975[64]. The phenomena was first theoretically explained by the Jaynes
Cummings model [65] which describes the single emitter coupled to a single cavity mode.

2.3.1 Coupled Harmonic Oscillator Model

LM

Z W,

Frequency

20}

0
Detuning

Fig. 2.5 Coupled Harmonic Oscillator Model for Strong Coupling. a) Two coupled har-

. . 3 . . .
monic oscillators. v » are the loss rates, 4/ % are the eigen frequencies of the bare oscilla-

tors, k is the coupling spring constant, x; » are the displacements from equilibrium[66]. b)
Anti-crossing behaviour of two coupled classical oscillators

The strong light matter interaction can be described by the behaviour of a two coupled
harmonic oscillators like the one shown in Figure 2.5a[66]. When the oscillators are strongly
coupled, they exchange energy periodically and the system behaves like a single entity
instead of two independent oscillators. This results in the changes in energy spectrum of the
system(Figure 2.5b). In the classical analogy, the two damped harmonic oscillators that are
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coupled together can be written as:

X1 +v1%1 + w%xl — Q2X2) =0 (2.24)
Xo + Yo%y + w%XZ — _O_le) =0 .

xj (j =1, 2) is the displacement from equilibrium of the j*™ oscillator, which has an uncoupled
eigen frequency wj = y/kj/m; and a loss rate v;. Solving for w, we obtain the normal mode
frequencies w4 :

1
W =3 <w1 +wy + \/(wl — wy)? +4Q2> (2.25)

where w4 and w_ are the two new frequencies of the system, and Q is the frequency
splitting. At resonance, when w; = wy; = w the new frequencies become w4 = w +
Q(Figure 2.5b).

Quantum Picture

The "zero point’ energy or vacuum fluctuations cannot be explained using classical
description. Hence, the ultra-strong coupling regime cannot be described using classical
picture, i.e. when the lower polariton becomes the ground state[15]. In cavity quantum
electrodynamics(cQED), the simplest system consisting of a single emitter placed inside
the cavity is well described by Jaynes Cummings Hamiltonian[65]. Here, the energy of
the coupled system can be written as the sum of dipole, electric field and the dipole field
interaction within the rotating frame approximation[49],

H]C = Mmat + }:lcav + Hint

(2.26)
hwo6l + hwe(@Ta+ =) +hgo(a'o + ash)

N = I)

1
2
where o and o' are the raising and lowering operator acting on the two-level dipolar system
respectively, a and @ are annihilation and creation operators of the electromagnetic field,
wg and w, are the transition frequencies of the dipole and the cavity and gy is the light
matter coupling strength. a'& corresponds to the material excitation from the ground state

to the excited state and and the annihilation of a photon in the cavity(as' is the reverse
process).

Jaynes-Cummings model can be extended for many emitter case using the Dicke or
Tavis-Cummings Hamiltonian[67, 68]. Solution for the Hamiltonian can be reduced to an
equivalent system comprising a giant oscillator coupled to the electromagnetic field of the
cavity with the use of Holstein— Primakoff transformation[69].

N N
A=n) wyols; +hweala+ng) (afo+ash) (2.27)

i=1 i=1
where g = gov/N is the collective coupling strength which reveals that the coupling strength
can be enhanced by a factor of /N in the collective coupling.

Diagonalization of the Jaynes-Cummings Hamiltonian using Hopfield-Bogoliubov
method yields two light matter hybrid eigen states of the system called polaritonic states
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or Polaritons[70] and a set of N-1 dark states' of material excitations at the energy w of
the bare dipoles. Lower and upper polaritons(LP and UP) can be written as the linear
combination of light and matter as,

N
UP) = o ) les,0)+Blg, 1) (2.28)
i=1
N
[LP) =B ) lei,0) +«lg, 1) (2.29)
i=1

where, |g) and |e) are the ground state and excited state of the matter respectively and |0)
and |1) are the Fock states of the cavity. |o/> and |B|? are the Hopfield coefficients describing
the optical and material character of each of the polaritons[49]. The splitting between the
upper and lower polariton is called vacuum Rabi splitting(Q in Figure 2.6a) which can be
expressed as a function of coupling strength,g?:

(2.30)

It can be noted that the coupling between light and matter is dependent on the parameters
like transition dipole moment(d), number of emitters(N) and the mode volume(V). Hence,
the strong coupling can be achieved only in emitters with high value of d and cavity mode
volume(V) has to be made small as possible in order to enhance the coupling strength.
However, the decrease in the cavity mode volume is limited to one mode of the electro-
magnetic field in the case of Fabry Perot cavity. The Jaynes-Cummings model does not
include dissipations, therefore does not give the conditions for the transition from the weak
coupling to strong coupling limit.

a) b)

Hybrid states
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Fig. 2.6 Light-Matter Strong Coupling inside a Cavity. a) Energy Diagram of Light-Matter
Strong Coupling inside a Cavity. Strong coupling results in the formation of light matter

hybrid states LP and UP with a splitting of hQ between them b) Splitting of the transmission
spectra in to two peaks(LP and UP) when the system is in the resonant condition

IThe dark states are dipole-forbidden excitations generated through the strong light-matter coupling and hence
invisible to linear spectroscopy
2we recall that the dipolar coupling between light and matter in Equation 2.21 and vacuum electric field for

cavity as Eyqc = ;‘g:)’\c,
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Strong-to-weak coupling transition

The transition of the system from weak coupling to strong coupling regime is gov-
erned by the decay rate of the cavity(y.), non-resonant decay rate of the material(yg) and
the coupling strength(g). These parameters of cavity and the material can be measured
experimentally in order to understand the nature and strength of light-matter interactions.
When g << (v, Vc) the system is in the weak coupling regime and when g exceeds the
dissipation processes(yp, V) the system falls in to the strong coupling regime. The strong
coupling regime is characterized by the coherent exchange of energy between light and the
matter so that the cavity photon is reabsorbed by the material several times before it is lost
to the environment. We note that yg and y. are the linewidth of the cavity and excitation in
the material respectively. At resonance condition in the strong coupling regime, the trans-
mission linewidth of each peak of the coupled system is [y + v¢]/2. The polariton peaks
will be spectrally resolvable only when the splitting O is wider than this linewidth. So, the
strong coupling occurs only when the splitting between the polaritonic states(Figure 2.6b) is
larger than the transmission linewidths (full width of half maximum(FWHM)) of the bare
cavity(y.) and the material resonance(yy)[71, 18, 49].

> Ye +Yo

Q
2

(2.31)

Under conditions of strong coupling, weak optical probing near the cavity resonant fre-
quency reveals two spectral transmission peaks(Figure 2.6b) (where only one existed before
corresponding to the cavity mode) giving the energies of new hybrid polaritonic states.
However, splitting in the spectra alone cannot fully confirm the strong coupling. Because,
the spectra can be split due to the effects in weak coupling regime like inhomogeneous
broadening[72], cavity induced transparency[73, 74] and Fano resonance in plasmonic
structures[75-77]. In addition to the splitting of the spectra(Figure 2.6b), the strong coupling
regime has to be verified from the anti-crossing behaviour of the cavity mode and material
excitation which can be visualized by tracking the dispersion of polaritonic states.

The Hamiltonian description of the light-matter interaction within the cavity can be ob-
tained using the Dicke model[78] with a single two-level system, N=1, called Rabi model[79].
The Rabi model can be exploited to fit and extract parameters from transmission measure-
ments by treating the cavity and the material excitation as coupled oscillators[80, 49] with
a coupling element 1/2hQ). This method has the advantage to be solvable analytically, yet
captures most of the essential underlying physics. The coupling between the cavity photon
and the material can be described by a 2 X 2 matrix Hamiltonian:

p We Q2) () g (2.32)
Q72 wy B B

where w, is the cavity frequency, wy is the material excitation and Q is the Rabi splitting.

Diagonalization of this Hamiltonian gives the eigen values corresponding to the polari-
tonic states and hence the dispersion of the polaritons.

(we + wp)

Ef=h
2

+ \/ (hQ)2 + (hw. —hw)? (2.33)
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Fig. 2.7 Dispersion of the Polaritons predicted by Coupled Harmonic Oscillator Model.
a) Upper and lower polaritons plotted as function of the cavity fundamental mode w,
obtained by the coupled harmonic oscillator model(wy = 1.45 THz, g=0.16 THz). The
bare cavity(w.) and material resonance(wg) are shown as dashed lines. b) The photon and
material fraction of the b) lower polariton(LP) and c) upper polariton(UP) obtained from the
Hopfield coefficients

Furthermore, the Hopfield coefficients corresponding to the photon and material character
of the polaritons can be extracted through the eigenvectors.

2 fl wo — We
o™ = > <1+ V{wo —we)? +4gz> (2.34)
pe=tf1. _Wo—wc -
2 Vwo — we)? +4g?

The Figure 2.7a shows the dispersive nature of the polaritons obtained by placing
a material with a resonance at 1.45 THz inside an optical cavity(g = 0.16 THz) using
coupled harmonic oscillator model(CHO). The dispersion has been tracked by detuning
the cavity frequency. The energy curves diverge from each other at resonance condition.
This effect is called anti-crossing, a distinctive feature in the strong coupling regime. The
minimum value of energy separation between these two branches determines the Rabi
splitting(Q) = 0.32 THz). Figure 2.7b and Figure 2.7c shows the extracted ratio between
the optical and material character of the lower(LP) and upper(UP) polaritons respectively,
obtained from the Hopfield coefficients defined as |o? and |B%. It can be seen that, at
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resonance, i.e. when the material excitation matches the frequency of the cavity, the polariton
is a hybrid state of half-light and half-matter.






SOFT MODE DYNAMICS AND
FERROELECTRICITY IN StrTiO3

3.1 Soft Mode Concept of Ferroelectricity

3.1.1 Introduction to Ferroelectrics

Ferroelectrics are the materials that exhibit spontaneous electric polarization with two
stable and switchable polarization states[81]. The first ferroelectric material was found in the
1920s in Rochelle salt [82]. All ferroelectrics are pyroelectric and piezoelectric being sensitive
to mechanical stress and temperature respectively. The most important characteristics of the
ferroelectrics are Curie’s temperature (Tc), ferroelectric domain and domain switching. Curie
temperature is the temperature associated to the phase transition from paraelectric phase
to ferroelectric phase. Below the transition temperature, ferroelectric domains are formed
to minimize the electrostatic energy related to depolarizing fields and the elastic energy
associated with mechanical constraints[83]. Domain switching corresponds to response of
the domains towards the applied electric field. In the ferroelectric phase, the dipoles in the
material becomes oriented with respect to the applied electric field resulting in an increase
in the macroscopic polarization until the domains are completely aligned. When the applied
electric field is reduced to zero, the material would still possess some net polarization that is
lower than the saturation polarization. This is the remanent polarization. When a bipolar
external electric field in excess of the coercive field is cycled, an electric polarization/electric
field hysteresis loop (P-E hysteresis loop) is generated[84]. This analogies with ferromag-
netism result in the term ferro in the definition of ferroelectricity. Figure 3.1 shows the P-E
hysteresis loops of a classical ferroelectric which is the most common hysteresis loop.[84]

Among the great variety of ferroelectrics, the largest class is consisted of perovskite
oxides. These materials have a general chemical formula of form ABO3; with a structure
shown in Figure 3.2. A, B are metal atoms, O is oxygen atom where A is on the eight
vertexes (blue balls), B is in the body center of unit cell(yellow ball), O occupies the center of
the six faces (red balls), and the blue octahedrons are [BOg] octahedrons. Their relatively
simple chemical and crystallographic structures led to investigation of their properties. The
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Fig. 3.1 Electric polarization/electric field hysteresis loop of the ferroelectric. Dependence
of the polarization against electric field for a classical ferroelectric (Figure is taken from [84])

spontaneous polarization of ferroelectrics originates from the inner structure, i.e. the net
polarization in this materials arises due to the displacement of positive ion in the center
with respect to the negative ions in the unit cell.

: ?

oA {_[=®
B d ~o© /o

o0 o
o

Fig. 3.2 Chemical Structure Perovskite Oxide. Structure of the materials with the chemical
formula of form ABOj3. A, B are metal atoms(yellow and blue), O is oxygen atom(red )

One of the important advantages of ferroelectrics is that the energy can be stored
and generated in the form of switchable ionic polarization. Under adiabatic compression,
ferroelectrics have been used to produce high electric charge density enabling creation
of compact, lightweight ferroelectric power sources that are capable of producing high
voltage, high current, and megawatt power levels for brief intervals of time[85-90]. There
are also other possible applications of high-power ferroelectric systems that require high
current, high voltage, high power, portability, compactness and a need for a limited number
of events[84]. Another important application of ferroelectric materials in energy storage
technologies is as a medium in dielectric capacitors but with different energy storage
mechanism[91-96].
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3.1.2 Ferroelectric Phase Transition

Ferroelectricity prevails only at low temperatures. As the temperature is raised, the
macroscopic polarization decreases and vanishes above transition temperature, T, due to
the phase transition in to a higher symmetry phase called paraelectric(PE) phase[97]. The
Curie point in ferroelectrics can be defined as the temperature in which the long range
ferroelectric order overcomes the short range thermal fluctuations.

The ferroelectricity can be modelled by Landau-Ginzburg-Devonshire theory (LGD)
in which the order parameter is the polarization(P). So the Gibbs energy can be written in
terms of the order parameter as[98, 99],

G=F—EP—Fot XP24 Ppty Ypo_gp (3.1)
2 4 6

where Fy is the free energy density of the paraelectric state near the phase transition. «,

(3, v are parameters depending on temperature and pressure and E is the electric field.

For a second order phase transition[100], the f > 0 and vy = 0 according to Landau
theory, and the parameter o can be written as a function of the Curie temperature and the
Weiss constant C! 1

x=——(T-T, 3.2
(T T (32)
since it changes sign crossing T, there are two new stable minima as shown in Figure 3.3a.
At the minima of the Gibbs energy, the spontaneous polarization(Ps) can be written as,

[ o [ 1

where the double sign represents the two different direction of spontaneous polarization. T
represents the transition temperature. Here the change in free energy occur continuously
as temperature is decreased. The name second-order results from the discontinuity in the
second order derivative of the free energy or susceptibility.

In the case of a first order transition, the parameters are

1
a=——(T—Ty), PB<0, v>0 (3.4)
€0C
where Ty represents the temperature at which the two polarizations are the only two sta-
ble configurations, while we define Tc when we have three minima, as represented in

(Figure 3.3b. Assuming E = 0, it is possible to compute T¢

_ %o Bl Y e
F—Zp +4p —|—6p =0 (3.5)
where the solutions are
P=0 (3.6)

1We recall the Weiss law for the susceptibility x: x = %
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Fig. 3.3 Free Energy Diagram of Ferroelectric Phase Transition. Free energy as a function
of polarization for a) second-order phase transition and b) first-order transition at T > T,
T=Tcand T < T,

From the previous equations, at T = T¢ the polarization shows a jump of

ap— =3B (3.9)

4y
Here, polarization is discontinuous at the Curie temperature, Tc. There are two notable
temperatures for a first-order transition. Tc is the temperature at which the three local
minima of the free energy are energetically degenerate and the second Ty is where the
quadratic coeffcient, « changes the sign from positive to negative. This enables for the low
temperature phase to exist at higher temperatures and viceversa as metastable states. This
leads to thermal hysteresis in the phase transition.

Below the Curie temperature, the stable configurations are two and minimum energy

B B docy
P, =+ 2y<1 1f32> (3.10)

state can be calculated as

When it comes to materials like BaTiO3; or PbTiO3 [101], the coupling between the
strain and polarization also has to be taken into account in the energy expansion since
the ferroelectricity is associated to the structural changes in the crystal. The expansion
associated to the strain can be written as
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1
Fstrain = 5Kn? + QnP? (3.11)

where K represents the Hooke’s law and Q represents the coupling between strain and
polarization.

3.1.3 Softmode in Ferroelectrics
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Fig. 3.4 Softening of the Transverse Mode in Perovskites. Temperature dependence of the
frequency squared of the lowest transverse mode for BaTiOs. Raman data (black squares)
are those of ref[102].[103]

In potential ferroelectrics, the average value of the order parameter, P denoted by
< P > vanishes above the transition temperature. It has to be noted that P itself is not a
static quantity but < P > is. The fluctuations in P are derived from the collective atomic
displacements called the phonon mode vibrations. These fluctuations are so organised
above T¢ resulting the < P > to vanish[104].

In perovskite oxides, the ferroelectric order is generally associated to the polar instability
resulting from the lowest energy transverse optical phonon mode(s). The ferroelectric transi-
tions are usually divided in to two mechanisms, displacive and order-disorder transition. In
a displacive transition the soft mode freezes at the phase transition(Figure 3.4) meanwhile in
order-disorder transition the frequency of the soft mode only decreases enough to allow the
thermal hopping between the two available free energy wells[81]. Ferroelectrics are classi-
fied based on which of the above mentioned mechanisms dominate the phase transition. The
classic ferroelectrics BTO and lead titanate, PbTiO3 are examples of displacive ferroelectrics.
In contrast the more chemically complicated potassium dihydrogen phosphate, KH, PO,
and sodium nitrite, NaNO, are of the order-disorder type [81].

We will be discussing the soft mode dynamics based on the displacive transition which
is dominant in most of the classical ferroelectrics. The lattice stability is achieved when
vibrational modes have real and finite frequencies and it reaches its limit when the phonon
mode freezes. This occurs at the phase transition and the phonon mode that vanished is
called soft mode. If the frequency of the mode is zero, once atoms are displaced in the
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course of that particular vibration, there is no restoring force to return them to their original
equilibrium position. The atoms then assume new equilibrium positions determined by the
symmetry of the mode, and the structure of the crystal changes[97]. Hence, the displacement
of the central metal ion in to a non-centrosymmetric region of the octahedron induces a
finite dipole moment in the unit cell. These displacement associated to the soft mode can
be considered as order parameter of the ferroelectric phase transition as they are directly
related to the spontaneous polarization.

The softening and ultimate vanishing of the soft mode at the transition temperature oc-
curs due to the cancellation between competing forces (short-range and long-range Coulom-
bic forces in the case of ferroelectrics)[97]. This cancellation can be induced by changes in
composition, temperature, or other external fields. In particular, the application of pres-
sure can significantly influence the balance between competing forces and thereby strongly
influence the soft-mode behavior.[105]

The anharmonic effect plays a crucial role in the mode softening. The mode softening
can be understood by considering the lattice dynamical Hamiltonian[106]. So, for frequency
mode j with wave vector q:

H= ;;P(q,m—q,j) + w3(4,1)Q(a,11Q(—q,]) 6.12)
)

where the Q’s denote the normal coordinates and the P’s the conjugate momenta. Con-
sidering that the quartic anharmonicities are present in the system the effective Hamiltonian
can be written as,[104]

1
H=2>Y Plai)P(=q,j) + 0f(a)Q@)Q=ai)+ Y Y o} nla K
q, q,K j,k,lm (3.13)

<Q(q,j)Q(=a,k) > Q(k,1)Q(x,m)

where g#) is the fourth-order coupling constant and the resulting renormalized mode
frequency can be written as,[104]

@(q,§) = wd(q, ) +2>_ > g% (6, < Q(k,VQ(—«,m) > (3.14)

K 1,m

Specifically, the square of the harmonic frequency, wy is presumed to be sufficiently negative
(i.e., wg is imaginary) that this mode cannot be stabilized by zero-point anharmonicities
alone. Thermal fluctuations then renormalize wy and make it real at finite temperatures,
thereby stabilizing the lattice. As temperature is lowered, the anharmonic contribution
cannot overcome the effects of w3 sufficiently. This would lead wy to be negative resulting
the crystal to be unstable.

By evaluating the equation for mode frequency, we obtain[105, 107]

coth (‘“(K’ Y ) (3.15)

. 2 4 1
wa) = wdlai) +2)_ o (@9 % 500
1,k !
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over all modes | and wave vectors k. At sufficiently high temperatures, when wg << kgT
w3 (q,§) = wjlq,j) + T —Te) (3.16)

4
where o« = Kg 3 1y g;j?lll/wo(K, ).

In FE crystals, the temperature dependence of wy is responsible for the observed Curie-
Weiss temperature dependence of the static dielectric constant, €y and for the divergence of

€p at the transition.
eg=C/(T—Te) (3.17)

where C is a constant. This is because €y and wy are related by the Lyddane-Sachs-Teller
relationship which, to a very good approximation, leads to the result [105, 97]

eO(T)w%(T) = constant. (3.18)

3.2 Ferroelectricity in SrTiOs;

The ferroelectric transition in a material is determined by the competition between the
long range FE order and fluctuations that disrupts the system[97]. In the classical regime,
i.e. in the high temperature phase the FE ordering is hindered by the thermal fluctuations.
If the transition is occuring at sufficiently low temperatures where the quantum effects
are dominant the quantum fluctuations, or zero-point motions will prevent long range FE
ordering resulting in the suppression of ferroelectricity in the material. Here the free energy
can be presumed as a double well like the one shown in Figure 3.3 below T, but the system
cannot stay in one of the two minima: due to quantum fluctuations it tunnels in between
them and it does not find a stable configuration.[99]

When the transition is in the quantum regime the total fluctuations do not reduce by
decreasing the temperature. This results in the high temperature paraelectric phase to extend
below the classical limit of phase transition temperature. At low enough temperatures,
quantum fluctuations can suppress the ferroelectric transition completely. This would
result in the formation of quantum paralectric state characterized by high static dielectric
susceptibility which would saturate at low temperatures[97, 99].

Another aspect related to the suppression of phase transition is the special critical point
which is Td=0 K. This is referred to as quantum displacive limit and it gives rise to classical
to quantum crossover phenomena[108, 109, 97]. Various studies in the displacive limit has
provided relation between transition temperature and interaction parameter(S) which is
proportional to the mean square fluctuations of the ionic displacements as[108, 109, 97],

Te(S) = (S — Smin)V/® (3.19)

Smin is the value of S for Td=0 K. The value of ¢ is 2 close to Td=0 K and 1 for large Si.e.
in the classical regime as shown in the Figure 3.5. In the experimental frameworks, it is
important to relate S to some measurable variable such as pressure or chemical composition
which can be achieved by assuming that S is proportional to the lattice parameter[110, 97].
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Fig. 3.5 Quantum Ferroelectric State. Schematic phase diagram for a quantum ferroelectric.
The interaction parameter S is proportional to pressure or composition. [97]

The influence of quantum effects has been reported in the perovskites SrTiO3 and KTaO3
suppressing the ferroelectric transitions in this materials. Hence they are called incipient
ferroelectrics. At low temperature, these crystals exhibit the quantum paraelectric state in
atmospheric pressure conditions[111, 112, 97]. The dielectric response of these materials
show a deviation from the Curie Weiss form at low temperatures. This deviation has been
formulated by Barret expression[113, 105] in a KTaOs3 crystal[114] as,

€cg=A+ B
0 1T, coth(Ty/2T) — T

(3.20)

where Ty is the transition temperature in the classical limit.

The perovskite crystal SrTiO3 has huge dielectric constant at low temperature(~ 23000
below ~ 5 K) making it easier to align the dipoles by applying an external stimuli as the
lattice polarizability is high. In the next section, we will present different studies that has
reported an induced ferroelectric transition in the paraelectric SrTiO3 crystal.

3.2.1 Calcium and Isotopic Substitution

When the Sr2* ions are substituted by Ca?" jons, the difference in the ionic radii of
Calcium (114 pm) from Strontium(132 pm) would result in a change in the equilibrium
position of Ca atoms[115]. This results in a local net dipole and due to the huge dielectric
constant the material falls in to a ferroelectric state[116]. This can be also explained by the
the damping of quantum fluctuations due to Ca substitution. The Ca atoms increase the
barrier in the double well potential suppressing the tunnelling between the two ferroelectric
minima[117, 99].
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Fig. 3.6 Ferroelectric Transition in Ca-doped SrTiO3; Crystal. Temperature dependence of
the static dielectric constant(e) of Sr1_,Ca,TiO3 crystals with x between 0.0 and 0.12.[116]

Bednorz and Muller[116] have conducted studies in a Srj_,CaxTiO3 sample using
dielectric measurements and revealed a ferroelectric domain state for Ca concentration
ranging from 0.002 < x < 0.12. The result of the studies are shown in Figure 3.6[116].

In pure SrTiO;3, i.e. when x=0 ferroelectricity is suppressed because of the quantum
fluctuations. The static dielectric constant is saturating below 10 K. By increasing the
concentration X, it can be seen that above the concentration x =0.0018, the crystal shows
ferroelectric features like a peak maximum in the static dielectric constant(e) which can be
associated to the transition temperature T.. The T, deduced from the maximum of the e
has been reported to be related to the Ca concentration as (x — x, )% between the quantum
critical point x = 0.0018 and x = 0.0075. Hence, obeying the Equation 3.19(S = x) for
the transition temperature near the quantum displacive limit[97]. Upon increasing the Ca
concentration above x; = 0.016, the peaks show a transition which is diffused, which has
been attributed to the onset of random-field induced domain state i.e. due to random electric
fields introduced by Ca®* doping in SrTiO3. In Addition, the T, becomes independent of
concentration above x=0.016 breaking the law of quantum ferroelectrics(Equation 3.19). It
can be said that, from x. to X, the system crosses over from true quantum ferroelectric at x,
to classical behavior as T becomes different from zero[116].

In 1999, quantum ferroelectricity has been reported in oxygen isotope substituted STO
sample by Itoh et al. [118]. They found that replacing O'® with O'8 results in the emergence
of a peak in static dielectric constant (eg) indicating the ferroelectricity in STO18. The
transition temperature of 23 K has been observed in STO18 which is almost the same as the
peak temperature of the Ca-substituted system, 18 K. In Itoh and Wang [119], the authors
have shown that the transition temperature can be written as a function of fraction of O'8
using the law for quantum ferroelectrics as T¢ (x) = 28(x — X )% with x¢ = 0.36 indicating
that the origin of ferroelectricity is a quantum effect.
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The lattice parameter is the same for O'® and O8. So, the authors have attributed the
effect to a change in the vibrational frequencies of relevant ion pairs due to the mass change
of the constituent atoms. Therefore, the enhanced mass of the oxygen ion from 16 to 18
leads to a lower soft mode frequency and T, = 0 K for the sample with x=0.36[119]. The
suppression of quantum fluctuations have been a widely believed origin for the induced
ferroelectricity which has been framed using Barret’s formulaEquation 3.20. There have been
efforts to explain this by a decrease in T; or an increase in Ty upon isotope substitutions[120,
121]. However, a clear explanation for this evolution still remain unsettled.

3.2.2 Strain

The polarization in a ferroelectric material can be controlled by means of strain on the
material[122-124]. Thin film materials are a good candidates for this purpose due to their
high stress tolerance. One of the many ways to strain a thin film is the development of the
new substrates enabling the growth of uniformly strained films[125]. The differences in the
lattice parameters and thermal expansion behaviour between the film and the underlying
substrate will result in the development of misfit strain[126—-128]. The biaxial strain from
lattice mismatch between the film and the substrate can be defined as, s = asa;saf where
as and a¢ are substrate and thin film lattice parameters respectively[124]. For tetragonal
perovskite ferroelectric materials like STO, the ferroelectric performance is closely related
to the axial ratio. Hence, strain can have a significant influence on the tetragonality of
the material making it an effective way to tune the performance of perovskite ferroelectric
materials[124, 129].

There have been experimental frameworks[125, 130, 131] that have reported strain
induced ferroelectricity in STO thin films. Haeni et al. [125]. has reported room temper-
ature ferroelectricity in STO thin films grown on DyScO3; by imposing a tensile strain of
0.8%. The authors have observed Curie-Weiss behaviour in static dielectric constant with
a maximum at T ~ 293 K and a Curie constant typical of displacive ferroelectrics. The
theoretical studies[126] on the soft mode behaviour in strained SrTiOjz thin films have shown
that reducing strain results in a decrease in the ferroelectric transition temperature(T.),
accompanied by nonlinear behavior at lower strain levels. T, approaches T= 0K for a critical
tensile strain of 0.038% below which the spontaneous polarization of the STO thin film is
completely suppressed and the material behaves like a paraelectric even at T = 0 K.

3.2.3 Resonant Terahertz Laser Pumping

Li et al. [132] has reported a transition in to a hidden ferroelectric state in SrTiO3 by
driving the FE soft mode using intense terahertz light. The excitation of the soft mode using
the terahertz pulses causes a dynamic response in the crystal, resulting in the movement
of ion in the crystal in to new positions. The coherent soft-mode lattice vibrational motion
leads to inversion symmetry breaking in the crystal transforming the crystal in to a lower
symmetry geometry with a dipole moment. The long range ordering of the dipole moments
causes the quantum paraelectric(QPE)-to-ferroelectric(FE) phase transition in STO. In STO,
the terahertz induced highly nonlinear responses of FE soft mode overcomes the quantum
fluctuations and hence, favours the ferroelectric ordering in the crystal. Figure 3.7a shows the
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Fig. 3.7 Terahertz Induced Ferroelectricity in StTiO3. a) The single cycle terahertz field
drives the “soft” lattice vibrational mode towards new positions resulting in a lower-
symmetry geometry with a dipole moment. b) Experimental setup. THz field-induced
lowering of the STO crystal symmetry is observed using 800-nm probe pulses that are
partially depolarized (terahertz Kerr effect, or TKE) and which are partially converted to the
second harmonic frequency (THz field-induced second harmonic, or TFISH).[132]

schematic of movement of the ions from the initial position towards their position in the new
phase due to the terahertz excitation of the soft phonon mode. Figure 3.7b is the illustration of
the experiments (THz field-induced second harmonic (TFISH) generation spectroscopy and
THz field-induced optical birefringence (THz Kerr effect, or TKE) spectroscopy) performed
by the authors using single-cycle THz pump pulses and time-delayed optical probe pulses.

Li et al. [132] has observed that the resonant terahertz pumping of the FE soft mode
results in a nonoscillatory SHG signal which rises in a highly nonlinear fashion as a function
of the field strength. The evolution of the signal has been linked to the growth of dipole
ordering and hence, the emergence of the collective FE phase. The coherent oscillations in
the SHG traces and optical depolarization signals have been attributed to the excitation of
anti ferro-distortive(AFD) and FE mode in the ferroelectric phase of STO. Moreover, the
terahertz field dependent growth of the multiple vibrational modes reveals the anharmonic
coupling with the soft phonon mode and the change in lattice symmetry. These experimental
observations have been also reproduced by simulating the interaction of resonant single-
cycle THz pulse on the low-temperature quantum paraelectric state of SrTiO3 using time-
dependent lattice Schrodinger equation based on first-principles calculations[133].

3.2.4 Predictions in Cavity Engineering

The ferroelectricity in SrTiOj3 is strongly related to the collective behaviour of the ions
in the FE soft mode. The strong light matter interaction can be exploited to alter these
collective behaviours in order to give rise to new stable states. In the recent year, Latini et al.
[36] theoretically proposed that this can be realized by embedding a bulk film of tetragonal
SrTiO;z inside a dark optical cavity with a dielectric medium resulting in the stabilization of
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a ferroelectric photo ground state. In this approach, a ferroelectric state has been plausible
even without driving the system out-of equilibrium using intense lasers.[132]
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Fig. 3.8 Revised Phase Diagram of StTiO; inside Cavity. a) FES mode frequency as a
function of lattice temperature at different cavity coupling strengths (cavity frequency= 3
THz). The minima of the curves, marked with red arrows, are used to identify the phase
boundaries in b. b) The microscopic phase diagram of SrTiO3 inside the cavity.[36]

The cavity can be used as an efficient tool to trap the photons in to a confined space and
hence increases the light matter coupling. The off-resonant dressing of the STO lattice modes
with the cavity photons results in an enhancement of the effective mass of the ions, slowing
them down and hence reduces the quantum fluctuations. So, the cavity effectively localizes
the system, reducing the hopping between the two states where the Ti and O atoms have a
finite positive or negative displacement. This will result in spontaneous symmetry breaking
and localizes the FES mode in one of the two wells. In addition, the lattice expansion was
also reported by increasing the coupling strength with the cavity photons. This will give
rise to deepening of the potential energy double wells and hence enhances the localization
of the FES mode. These two localization effects leads to the formation of a macroscopic
polarization inside the cavity, typical of the ferroelectric phase.

The results reveal that ferroelectricity can be achieved for a wide range of cavity photon
energies and the effect of the cavity is larger in the off-resonance case. The authors point
out that the hybridization between the ferroelectric mode and the cavity photons above a
critical light matter coupling strength results in the softening of the FE mode indicating the
instability to a ferroelectric state. This can be seen in Figure 3.8a[36] and the minimum of the
FES mode frequency can be identified as the phase transition temperature from paraelectric
to ferroelectric state. This results provide a revised phase diagram(Figure 3.8b[36]) inside
cavity for paraelectric to ferroelectric transition in STO, with the cavity coupling strength as
anew dimension. In a similar geometry, but with a different coupling mechanism Ashida
et al. [37] has discussed the ferroelectricity of STO in a cavity environment. They emphasizes
on coupling between photons, phonons and plasmons in a system consisting of paraelectric
STO embedded between cavity mirrors and develops a theoretical model based on quantum
light-matter interaction to control its equilibrium state.



EXPERIMENTAL SETUP AND
METHODOLOGY

As described in the previous chapters optical cavities play a crucial role in enhancing
light matter interaction to control the properties of the materials. In order to analyze the
hybridization of different fundamental excitations like phonons and magnons with cavity
mode it is important to develop a cavity assembly with tunable cavity resonance in the
terahertz regime. In the first section of this chapter, we present the tunable cryogenic cavity
assembly that has been developed in order to study light matter coupling in the terahertz
frequency range[27]. This section of the chapter is adapted from [27].

The second part of the chapter explains the terahertz transmission setups employed in
the experiments present in this thesis. The characterizations were done using single cycle
terahertz pulses generated from two different sources. Firstly, transmission measurements
were performed using a photo conductive antenna(PCA) based broadband time domain
terahertz spectrometer. The second time domain terahertz setup concerns the production of
high intense terahertz pulses through the optical rectification in a LINbOj3 crystal in order
to probe the nonlinear responses of the materials. We report also the characterization of the
non-linearities emerging from the experimental setup.

4.1 Cavity Assembly

4.1.1 Optical Cavity Design

Figure 4.1 depicts the detailed schematic of the tunable cryogenic terahertz cavity. The
built in cavity assembly consists of two cryo-cooled mirrors contolled by piezo actuators
(N472-11V, Physik Instrumente). The actuators has total travel range of 7 mm and a mini-
mum incremental motion of 50 nm with a designed resolution of 5 nm. Each cavity mirrors
are controlled by three piezo actuators which ensures independent alignment of mirrors
horizontally and vertically and a simultaneous motion of the three piezos results in rigid
translation of the whole mirror. This independent control of mirror position with piezoelec-
tric mechanics makes it possible to tune the cavity length and sample inside the cavity. The
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Fig. 4.1 Terahertz cavity assembly a) Cryogenic terahertz cavity assembly with
description[27]. b) Sample mount with STO mounted between the Si3;N4 membranes.
Thermocouple used to measure the sample temperature is also shown.

tunability of the cavity length sets the resonant frequency of the cavity fundamental mode
and the tunability of the sample position inside the cavity allows to maximize the coupling
of the cavity photons with the targeted excitation, since the coupling energy scales with the
absolute cavity field [16]. The cavity mirrors are mounted on copper holders which are cryo-
cooled by means of copper braids connected directly to the cold finger of the cryostat. The
functional range of the piezo actuators are 283-313 K, which makes it necessary to thermally
decouple the piezo actuators from the mirror mounts. This has been achieved by placing
a PEEK disc on which the actuators actually act and three ceramics cylinders between the
piezo actuators and copper mirror holders. These materials are thermal insulators, and
they have a low thermal expansion coefficient in the operational temperature range of the
cryostat (10 K -300 K). These features ensure the mirrors to be thermally insulated as well
as alignment stability of the cavity in the operational temperature range. In [27], we have
shown that our setup has been proven to work efficiently in tuning the cavity length at
cryogenic conditions.

For the THz experimental purpose, the cavity assembly is mounted on a flow cryostat
which is supported by a mechanical assembly allowing for the movement of the whole
sample in the x, y and z directions. The vacuum conditions are achieved by enclosing the
setup in a vacuum chamber with two crystalline quartz windows of two mm thickness
enabling the transmission studies in the terahertz range. A pressure in the range of 10~°
mbar at room temperature and 10~7 mbar at cryogenic temperatures were reached by
pumping the chamber with a turbo pumping system (Pfeiffer Hi-Cube). The temperature of
the cold finger has been read and controlled by a feedback circuit consisting of a cryogenic
silicon diode and a temperature controller.

4.1.2 Fabrication of Cavity Mirrors

The cavity semi-reflecting mirrors were fabricated by evaporating a thin bilayer of
titanium-gold (2-15 nm) on a 2 mm thick crystalline quartz substrate, resulting in a trans-
mission amplitude of 10% across the THz spectral range in the experiment with no apparent
spectral features. In detail, the deposition of the thin film coating has been achieved by
classical E-beam evaporation. The substrates were first cleaned using standard procedure
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based on RCA-1 (NH4OH — H,05 — Hy0 1:1:5, 75° C, and 10’), rinsed by de-ionized (DI)
water, and dried under N; blow. Right before the transfer in the evaporator chamber, the
substrates were treated by oxygen plasma (P:20 W, B:50 V, and t:1’). The first 2 nm thin layer
of titanium was used to increase the adhesion of the following gold layer. The deposition
rate for the titanium layer was ~ 0.1 A/s, while the gold was deposited at a rate of ~ 0.4
A /s. At these deposition rates, we estimated an error in the film thickness of ~ 5 %, which
translates in a 0.1 nm error for the 2 nm titanium film and 0.5 nm error for the 15 nm gold
film.[27]

4.1.3 Sample Mount

The sample is mounted between the semi-reflecting mirrors in a copper sample holder
which is connected directly to the cold finger of the cryostat and sealed between two silicon
nitride membranes (LP-CVD grown) with a window size of 11 x 11 mm? and a thickness
of 2 um. A strontium titanate sample mounted between the silicon nitride membranes
are shown in Figure 4.1b. The membranes are supported by a 13 x 13 mm? silicon frame
with a thickness of 500 um. The terahertz transmission spectra and transmitted terahertz
pulse(inset) of the Si3Ns membranes are shown in Figure 4.2a which clearly shows that the
membranes are transparent and do not have any spectral features in the THz frequency

range.
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Fig. 4.2 Characterization of the Si;N; membranes a) Transmission of the Si3N4 membranes
with THz fields in the inset (THz source: Photoconductive antennae (PCA)).

41.4 Temperature Measurement of the Membranes

Figure 4.3a and Figure 4.3b shows the finite-elements simulations performed using the
COMSOL MULTIPHYSICS software to gain information about the membrane’s thermal
profile in the freespace configuration. The simulation has been done in the assumption
that the membrane’s edges are at the same temperature of the cold finger (T =180 K). The
thermal profile implies that the actual temperature at the center of the membranes will
be different from the cold finger temperature due to the high thermal impedance of the
Si3N4 membranes. Hence, it’s important to measure the actual temperature of the sample
embedded between the membranes. The temperature of the membranes and the sample
has been measured by sealing a home-made 20 pm Cr-Al junction between the membranes.
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Fig. 4.3 Characterization of Membrane’s temperature a) Simulated 2D temperature profile
of the membrane in free space. b) Radial dependence of the membrane’s temperature held
in free space. The cold-finger temperature has been set at T.s = 180 K.[134] c) Deviation
of temperature at the center of the membranes (T,,) measured using thermocouple as a
function of cold finger temperature (T.¢) inside the membranes

Figure 4.1b shows the thermocouple sealed between the membranes in order to measure
the temperature of SrTiOs3. Figure 4.3c shows the deviation of the temperature of the
membranes(Ty,) in the free space scenario as a function of cold finger temperature(T.). In
order not to have offsets in the temperature readout, all the wires connecting the junction to
the output of the cryostat head were made of Cr and Al of ~ 120 pym. The only discontinuity
point is represented by the gold male-female connectors at the output of the sample holder
which, as we verified, gives no temperature discrepancy.[134]

4.2 Terahertz Time Domain Spectroscopy
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Fig. 4.4 Terahertz applications and sources. a) Fundamental excitations in solids and
molecular systems in the THz region. (Figure is taken from [135])

Terahertz spectroscopy has gained significant attention recently due to the application of
terahertz waves in ultrafast condensed matter physics, material science, chemistry, biology,
medical diagnostics, high bandwidth short distance communication/data transfer, security,
defense and its non-destructive, non-ionizing material evaluation[136]. The Tera-Hertz
(THz = 10'? Hz) frequency region of the electromagnetic wave spectrum (100 GHz to 10
THz) occupying the middle gap between microwaves and infrared waves is known as
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terahertz gap[137, 138]. The lesser energy(meV scale) of the terahertz waves makes it
non-ionizing and an efficient tool to study and drive the low energy excitations in the
materials. These excitations include phonons, plasmons, spins, intersubband transitions,
excitons, macromolecular vibrations and molecular rotations. In the field of condensed
matter physics, terahertz spectroscopy has proven to be efficient in studying rotations and
vibrations in molecular systems, driving phase transitions and related changes in material
characteristics, and probing and controlling quasi-particles and collective excitations in
solids[135]. Various collective excitations of the materials lying in the terahertz region are
shown in Figure 4.4.

The main challenges in the field of terahertz spectroscopy were the unavailability
of efficient terahertz sources and detectors as the frequency is too high to make use of
conventional electronic detectors. In the last decade there has been significant advancement
in the efficient terahertz sources and detectors resulting in considerable surge in the research
on the application of terahertz waves. The various techniques to generate terahertz waves
range from photo conductive switch [139, 140], optical rectification in nonlinear crystals
like ZnTe[141, 142] ,GaSe[143], LiNbO5[144-146], DAST[147] and HMQ-TMS[148, 149],
air plasma generation[150, 151], terahertz quantum cascade lasers[152] and accelerated
electron bunches[153-155]. The mechanism behind terahertz detectors is the inverse of the
one used in the terahertz sources. The most common terahertz detection techniques are
based on unbiased photo-conductive switches[156], electro-optic sampling[157] and THz air
breakdown coherent detection (THz-ABCD)[158].

Terahertz spectroscopy is advantageous in providing information on the amplitude and
phase simultaneously compared to conventional Fourier Transform Infrared Spectroscopy
(FTIR). Materials can be characterized in THz transmission/reflection geometry. The ter-
ahertz waves reflected /tramsmitted from the material can be evaluated in the frequency
domain to study light matter interaction using Maxwell’s equation. More details on the
terahertz sources employed in the linear and nonlinear terahertz transmission spectrometers
and the extraction of optical constants from the terahertz transmission are included in the
following section of the chapter.

4.21 Broadband Terahertz Transmission Spectrometer

Terahertz Source: Photoconductive Antenna

The first design of a photoconductive antenna(PCA) has been proposed by Auston
[159] where they have bombarded an antenna structure fabricated on an Ar - ion irradiated
Silicon on Sapphire substrate with sub - picosecond laser pulses to generate radiation pulse.
This is the first version of the photo-conductive antenna design which has undergone quite
a bit of change in design, however the basic idea remained the same. The PCA consists
of DC-biased metallic electrodes deposited on a photoconductive substrate. A detailed
schematic of the PCA and the terahertz generation is shown in Figure 4.5. When we incident
an optical pulse on the antenna gap photocarriers are generated as the optical pulse is
absorbed. The concentration of this photo carriers(red curve in Figure 4.5) is proportional
to the optical pulse. The DC bias applied on the electrodes results in the acceleration of
the photo carriers and ultimately results in the emission of terahertz waves[160, 156]. The
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Fig. 4.5 Illustration of pulsed THz generation in a PCA. a) Femtosecond optical pulse
propagates into the photoconductor, generates a transient photocurrent, which drives the
antenna, and is re-emitted as a broadband THz pulse. Time profile of the carrier generation
(red trace) and photocurrent in the antenna gap of photoconductive material (gray trace) for
short-carrier lifetime and (blue trace) for long carrier lifetime.(Figure is taken from [139])

transient photocurrent(black curve in Figure 4.5) in the substrate has a rise time proportional
to the rise time of the optical pulse as,

I(t) = N(t)el»ﬂ:—bias (4.1)

where N is the density of photocarriers, e denotes the elementary charge, p is the mobility
of electron, and Eypiqs is the bias electric field. Here, the photo-carrier density N is a
function of time. This makes the decay time of the photo-current to be determined by the
electrical properties of the substrate material rather than the temporal profile of the optical
pulse. A shorter carrier lifetime(grey curve in Figure 4.5) will result in the recombination of
photocarriers immediately after the optical pulse is fully absorbed[160, 156, 161]. In contrast,
the substrates with longer carrier lifetime (blue curve in Figure 4.5) continues to have a
photo-current even after the optical pulse is fully absorbed. This results in the broadening
the photo-current pulse and hence the output terahertz pulse and reduce the overall THz
frequency bandwidth[162]. Since the photo-current produced varies in time, it generates
electromagnetic waves, whose electric field is determined by the relation [163, 164, 139]

ds’ (4.2)
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where, J; is the spatially and temporally dependent surface current on the emitter surface,
r is the spatial vector of the location of the THz field, r’ is spatial vector of the location
of the surface current, which is integrated across the emitter surface ds’, c is the speed of
light in vacuum, and ¢ is the permittivity of the vacuum. The equation conveys that the
power of the terahertz can be enhanced either by increasing power of the laser pulse or by
using a high bias voltage. However, these are limited by saturation threshold and dielectric
breakdown of the substrate.

The most commonly used substrate for the PCAs is gallium arsenide (GaAs)[165] due
to its subpicosecond carrier lifetime, high carrier mobility and a band gap of 1.44 eV, which
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allows it to be pumped above the band gap with Ti:sapphire lasers. Nevertheless, the
intensity of the terahertz field is limited by the maximum bias field that can be applied due
to low breakdown field. Eventhough, high bias fields have been used in low-temperature
gallium arsenide (LT-GaAs) PCAs[166-168, 166, 169], such high fields are only possible with
small ( 10 um) gap sizes. There has been efforts to overcome these limitation by using wide
band gap semiconductors such as diamond[170] , ZnO[171], ZnSe[172, 173], GaN[174] (band
gap > 3.1 eV) and ZnSe (band gap:2.7 eV) which comes with a requirement of exciting the
substrate with higher harmonics of a Ti:sapphire laser.

The THz emitter employed in the experiments presented in this thesis is fabricated on a
semi-insulating GaAs substrate by depositing the metal electrodes having an inter-digitated
finger-like structure. Each electrode is ~ 1 cm long and 10 pm wide. The gap between two
nearby electrodes, which is also the active region, is 10 um. The total area of the emitter is 1 x
1 cm?. Due to such a narrow electrode gap, a bias of just a few volts on the electrodes creates
an electric field of the order of a few kV/cm in the active region. Now, photo-excitation of
the active regions creates charge carriers in GaAs, which accelerate due to the presence of
an applied electric field and emit THz radiation having polarization parallel to the applied
electric field. To avoid the destructive interference of THz radiated from two neighbouring
active regions, each alternate active region is covered with a metallic layer to avoid the
photo-excitation and, hence, out-of-phase THz generation from those regions.[27]

Terahertz Detection: Electro-optic Sampling
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Fig. 4.6 Schematic of electro-optic detection a) Detailed schematic layout of electro-optic
detection used in the experiment. Probe pulse is swept over the THz pulse in time using an
optical delay stage. THz induced birefringence on EO crystal gives the time domain profile
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As we discussed before, the small pulses of the order of 10s of femtoseconds cannot be
detected using conventional electronic detectors. As the pyroelectric and bolometer detectors
do not give the frequency responses they can’t be used for the spectroscopic purposes. The
electro-optic effect is a technique that has been borrowed from the field of photonics for
the time domain detection of terahertz pulses. A schematic of the electro-optic sampling
is shown in Figure 4.6. The electro optic sampling is based on the nonlinear optical effect
called pockel effect in non-centrosymmetric materials like ZnTE[175] or GaP[176] exhibiting
x? susceptibility[177]. The terahertz electric field induces a change in the refractive index of
the material along the polarization direction of the incident field creating a birefringence
on the electro-optic crystal. Electro-optic sampling makes use of an ultrafast optical pulse
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with pulse width much shorter than the terahertz pulse. This makes the electric field of the
THz pulse to be treated as quasi-DC field and the optical probe to be considered as a gate
pulse. The optical pulse is time delayed with respect to terahertz pulse and when the optical
pulse overlaps with terahertz pulse spatially and temporally on the EO crystal the terahertz
field induced birefringence will modify the polarization of the optical pulse. This change in
the polarization will be proportional to the terahertz electric field. As we scan through the
delay stage of the probe, the optical readout pulse sweeps through the terahertz pulse and
the time domain terahertz electric field can be mapped from the modification of the probe
pulse polarization. The degree of depolarization of the optical probe pulse can be measured
using the polarization sensitive optical setup consisting of quarter wave plate, wollastron
prism and a pair of photodiodes. The vertical and horizontal polarization components of the
probe pulse are balanced by a quarter-wave plate, separated by the Wollaston prism, and
detected by a pair of photodiodes. In the presence of terahertz field the photodiodes have an
unbalanced signal due to the elliptical polarization of the probe pulse after the quarter wave
plate. The difference in the intensity between two photodiodes are related to the terahertz
electric field through[178, 179]

£y, = A ( A ) (43)

I \2m3ryd

where A is the wavelength of the probe pulse, n is the refractive index of the electro-optic
crystal at the probe pulse frequency, d is the thickness of the electro-optic crystal, ry; is the
electro-optic tensor component and % is the degree of depolarization measured from the
intensities on the two photodiodes.

Geometry of the Terahertz Spectrometer

The layout of the built THz transmission spectrometer is shown in the Figure 4.7a.
Ultrashort laser pulses (50 fs pulse duration and 745 nm central wavelength) from a commer-
cial 50 kHz pulsed laser + Optical Parametric Amplifier (OPA) system (Pharos + Orpheus-F,
Light Conversion) are split into two to form an intense optical beam for THz generation
(6 uJ/pulse) and a weak readout pulse (< 100 nJ/pulse) for time-resolved Electro-Optical
Sampling. Single-cycle THz pulses are generated via the acceleration of the photoinduced
carriers in a large-area GaAs-based photoconductive antenna (PCA). The acceleration of
the free carriers induced by the pump is achieved by biasing the PCA with a square-wave
bias voltage (Vpiqs) triggered with the laser at a frequency of 1.25 kHz. We employed a
biasing square wave with a voltage peak of 8.0 V and a 50 % duty cycle. For an efficient
THz generation using 6 1] pump pulse energy, an area of around 6 mm diameter on the 1
cm? large emitter is illuminated using a collinear pump beam. Since the diameter of the
excitation area is comparatively much larger than the THz wavelength, the radiated THz
beam has a similar wavefront as the pump beam on the emitter and, hence, follows the same
beam path as the pump beam.[27]

The emitted collimated THz beam is then focused on the sample mounted inside the
cavity, which is placed in the focal plane of two off-axis parabolic mirrors (OPMs). The THz
field and the readout pulse are then combined and focused on a 0.5 mm ZnTe crystal, which
acts as the electro-optic crystal. After the electro-optic crystal, the probe beam, variable
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Fig. 4.7 Terahertz time-domain spectrometer a) Schematic layout of the Terahertz time-
domain spectrometer. OPA: Optical Parametric Amplifier, PCA: Photo-Conductive Antenna,
TS: Translation Stage, OPM: Off-Axis Parabolic mirror, A/4: Quarter-wave plate. b) Single-
cycle THz field generated by PCA and detected through Electro-Optic Sampling (EOS) in a
0.5 mm ZnTe crystal. c) Fourier transform of the THz field in Figure 4.7b. In the inset, the
Fourier spectrum is plotted in logarithmic scale to highlight the spectral content of the THz
field up to 6 THz. The black dashed line in the logarithmic plot marks the spectral noise
level. Figure is taken from [27]

delayed in time through a translation stage (TS), is analyzed for its differential polarization
changes induced by THz in the ZnTe crystal, which maps the time evolution of the ultrafast
THz field. This is carried out by standard Electro-Optic Sampling (EOS), by splitting the
two probe polarizations with a Wollaston prism and measuring the differential intensity
recorded on a pair of photodiodes. The resulting differential signal is then detected using a
lock-in amplifier (SR830, Stanford Research System) referenced at the frequency of the bias
voltage (Vpiqs). We estimated the signal to noise ratio of the detected THz field to be 4.6 x
10* and the temporal phase stability to be < 30 fs. The entire system is purged with nitrogen
to eliminate THz absorption coming from the water vapour in the ambient atmosphere. We
show in Figure 4.7b the measured electric field of the generated THz pulse and its calculated
Fourier spectrum (Figure 4.7c). As shown, the input field is, indeed, a nearly single-cycle
THz pulse with the spectral content reaching 6 THz, as highlighted in the logarithmic scale
plot in the inset of Figure 4.7¢.[27]

4.2.2 Nonlinear Terahertz Spectrometer

Terahertz Source: Tilted Pulse Front Method

Optical rectification has been a reliable source of intense terahertz pulses since 1985[180]
exploiting the second order nonlinear processes in non centrosymmetric media. The polar-
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Fig. 4.8 Schematic of THz generation from LiNbOj crystal. a) Specially cut LINbO3 prism
with cut angle same as the tilt of the 1029 nm inside the crystal (3 = 63.58°). b) Tilted
pulse front generation of high energy terahertz pulses. Incoming optical pulse is tilted by
a diffraction grating. A/2 is used to flip the polarization to be parallel to the optic axis of
LiNbO3 crystal.

ization(P) of a nonlinear medium exposed to high electric field can be described as[177, 181]
Pt = eox VE+xP B2+ xR .. (4.4)

Here ¢ is the vacuum permittivity, and x (™) is the n*" order susceptibility of the material. In
the Equation 4.4 the second term can be used to describe the induced second order nonlinear
polarization density in materials lacking inversion symmetry. If the driving field has atleast
two frequency components w; and w; this nonlinear polarization density will be a sum
of frequency components 0, 2w1, 2wy, w1 + wy and wj — w;. Here the component which
describes induced polarization at difference frequency will be the basic principle behind
the terahertz generation through optical rectification. Hence the terahertz waves can be
seen as difference frequency generation from all the spectral components of a laser pulse.
The source of electromagnetic radiation is the second order time derivative of the nonlinear
polarization density[181].

*P_(1)

ot2

where P_(t) is the sum of induced polarization densities from the difference frequency

E(t)THz o (4.5)

generation. The temporal shape of this single-cycle electromagnetic pulse will be the
derivative of the temporal shape of the pump laser pulse intensity. So the pump pulse in the
range of hundred femtoseconds can give rise to single cycle terahertz pulses.

For nonlinear terahertz spectroscopic studies, it is important to have terahertz sources
that generates terahertz fields on the order of several kilovolts per centimeter(kV/cm) to
megavolts per centimeter(MV/cm). The terahertz field strength can be increased either by
choosing materials with high conversion efficiency or by increasing the pump pulse intensity.
ZnTe[182], GaP and GaSe[183] are the most commonly used nonlinear crystal to generate
terahertz waves using optical rectification. However, the low damage thresholds and low
conversion efficiency make them not suitable for the nonlinear studies[184]. The crystals
like LiNbO3(LN)[185] can be advantageous in generating intense terahertz field due to its
higher nonlinear coefficient and high damage threshold[186, 144]. But, the collinear velocity
matching condition[182] necessary for the efficient generation of single cycle terahertz
pulses cannot be reached due to the significant difference in the group index(ng) of the
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laser pulse and the refractive index(nty,) of the terahertz waves the inside crystal. This
can be visualized using Huygen's principle for the wavefronts. So, in order to sum up the
generated THz radiation in phase the laser pulse front has to be tilted by an angle y which
makes the THz wavelets generated at different points of the pump pulse propagation arrive
at exit surface in phase and sum up to generate an intense single-cycle THz pulse. This is
illustrated in Figure 4.8a and the technique is called tilted pulse front technique[187, 188].
The tilt angle(y) can be calculated as[189, 190],

Moy
Y = arccos <VTHZ) = arccos < & ) (4.6)

Vgr NTHz

Here the group index(ngy) is[181]

dn
ngr =n-— AOT)\Q (47)
and the THz phase index(nty ) is
Nz (Vw) = A+ Bv‘z,\, + Cvé\, (4.8)

where n is the refractive index, Ag is the central wavelength, v, is the frequency wavenumber
and the A,B and C are the polynomial coefficients from [191].

In order to ensure a perpendicular entrance and exit of the pump pulse and terahertz
pulse respectively from the LN crystal it is important that the LN prism to be cut specially to
match the pulse front tilt angle to yield an efficient terahertz source. The tilting of the pump
pulse front can be done by using a diffraction grating[145]. The grating equation is given by

A
sin0; = EO —sin04 (4.9)

where 0; is the incident angle, Ag is the central wavelength of the pulse, d the distance
between the slits and 64 the diffraction angle. To accurately calculate the diffraction angle,
one must also consider the dependence of the tilt angle inside the crystal on the group index,
as well as the magnification of the lens system used to image the tilt inside the crystal[145].
The magnification of the lens is chosen in such a way that the image of the grating coincides
with the tilted pulse front inside the crystal for the most efficient generation[192, 145]. In
these conditions the tilt angle(y) is given by[193]

N2

tany = —————
Y Ngrcos 0q

(4.10)
Here N is the grooves density of the grating. The polarization of the incident beam has to be
horizontal before the grating (perpendicular to the grating’s rows) to maximize the efficiency
and is then changed to vertical by a half wave plate (A/2) to match the orientation of the
optical axis of the LN crystal. The optical rectification in LN crystal has been proven to be
efficient in generating single cycle terahertz pulses in the range of 0.2-2 THz with an energy
of 2 uJ[187]. The terahertz pulses with higher energy has been generated by increasing the
pump pulse intensity to 0.43 mJ[194] and by cooling LN crystal[195]. The tilted pulse front
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method has been also applied in other nonlinear crystals like gallium arsenide(GaAS)[196]
to generate terahertz waves.

Geometry of the Nonlinear Terahertz Spectrometer
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Fig. 4.9 Nonlinear Terahertz spectrometer a) Schematic layout of the Terahertz time-domain
spectrometer in nonlinear geometry. OPA: Optical Parametric Amplifier, TS: Translation
Stage, OPM: Off-Axis Parabolic mirror, A/4: Quarter-wave plate, A/2: Half-wave plate.
Pair of wire grid polarizers are used to attenuate the electric field b) Single-cycle THz field
generated from LiNbO3 and detected through Electro-Optical-Sampling (EOS) in a 0.5 mm
ZnTe crystal. c) Fourier transform of the THz field in Figure 4.9b.
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Fig. 4.10 Image of THz focus a) Image of focused THz spot taken with a Pyroelectric Array
Camera positioned after the second parabolic mirror b) Gaussian profile of the cross section.

The schematic illustration of the nonlinear terahertz transmission spectrometer em-
ployed in this thesis is shown in Figure 4.9. The basic design of the nonlinear spectrometer
is achieved by simply substituting the terahertz source with tilted pulse front technique on a
LiNbOj crystal. In our setup, tilting of the optical pulse front is done by using a diffraction
grating calculated using the Equation 4.9 and Equation 4.10. The grating surface (i.e. the
tilted pulse) has been imaged inside the LiNbOj3 crystal (doped with 6.1% MgO), that has
been cut to match the tilt angle of wavefront of the pump beam, resulting in a source of
single cycle THz pulses. In the nonlinear terahertz studies performed in this thesis, the
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LiNbO3 crystal was pumped by 290 fs laser pulses at 1029 nm with 170 pJ per pulse energy
from a commercial 50-kHz pulsed laser (Pharos, Light Conversion) as shown in Figure 4.8.
The tilted-pulse-front setup has a 1200 lines/mm grating, which was imaged in a 2:1 demag-
nification ratio into the LiNbOj crystal. The pump pulse was incident on the grating at an
angle 21.9° and diffracted at 59.3° as per Equation 4.10 and grating equation(Equation 4.9).
The prism was cut at 63° to match the tilt angle(Figure 4.8).

The THz waves emitted from the LN crystal is then focused on the sample mounted
inside the cavity using two off-axis parabolic mirrors (OPMs). The transmitted THz field
was detected by electro-optic sampling using the same geometry explained in the broadband
terahertz transmission spectrometer subsection 4.2.1. An image of the Terahertz at the sam-
ple position taken by a pyroelectric array camera (Pyrocam IIIHR), is shown in Figure 4.10a.
Gaussian profile of the cross section (Figure 4.10b) reveal a THz focus size of less than 2 mm.
The terahertz pulse energy measured at the focus by a pyroelectric detector (Gentec) was 12
nJ with terahertz conversion efficiency of almost 10—%. When focused, a peak THz electric
field of 5.3 kV/cm (calculated using Equation 4.3) were obtained, with usable frequencies
extending until 3 THz. We show the electric field of the THz pulse in Figure 4.9b and
its calculated Fourier spectrum in Figure 4.9¢c. In a nonlinear terahertz spectrometer, it is
necessary to insert a pair of wire grid polarizers before the sample (WGPs are placed after
the 1st OPM as shown in Figure 4.9a) in order to perform the THz field dependent studies
on the sample. The electric field transmitted through the pair of polarizers(Malus’s law) is
given by

E = Epcos? 0 (4.11)

where, Ey is the incident field and © is the relative angle between the two polarizers. The
second polarizer is fixed and the first polarizer is rotated to obtain THz fields that varies
according to Equation 4.11 and to maintain a constant polarization on the sample. Another
pair of wire grid polarizers were placed after the sample to eliminate the nonlinearity on the
detection crystal for the measurements in the freespace.

4.2.3 Extraction of Terahertz Optical Properties

As mentioned before time domain terahertz technique(THz-TDS) can provide informa-
tion about the amplitude and phase of the electromagnetic field. The reflection coefficient
and the transmission coefficient of the sample in the frequency domain can be obtained from
the THz-TDS measurements in reflection and transmission geometries respectively. This
helps in extracting the frequency dependent dielectric function of material without using the
Kramers-Kronig relations. Since the experimental setups in this thesis are in transmission
geometry we will be discussing the procedures to obtain optical constants of the sample
from the time domain terahertz pulse transmitted through the sample. The Figure 4.11a and
Figure 4.11b shows the schematic of the propagation of the terahertz field with and without
sample(100 um thick STO sample at room temperature) and the corresponding temporal
waveform of the terahertz field respectively. Then Fourier transform of this time-domain
data gives the frequency dependent amplitude and phase of the transmitted THz wave
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Fig. 4.11 THz Transmission Analysis. a) Schematic diagram of transmission from a sample.
b) Time domain pulses measured with and without sample (In this case a 100 um thick STO
sample at room temperature is used). ¢) Amplitude and d) phase of the transmittance of the
sample calculated by taking the Fourier transform of the terahertz pulses in Figure 4.11b

pulse and the complex transmittance of the sample can be calculated as

= _ E(w)sam

Tw) = E(w)rer (4.12)

The amplitude and phase of the transmittance of the sample calculated from Equation 4.12 is
shown in Figure 4.11c and Figure 4.11d respectively. Assuming that the surrounding media
is air, the transmission coefficient of the sample can be determined using Fresnel’s equations

as,
2 27

_ o 4.1
A+1’ tsa fi+1 (4.13)

t(lS

where fi is the complex refractive index of the sample. If the pulse transmitted through the
sample has echoes like the one shown in Figure 4.11a the complex transmittance(Equation 4.12)
can be written in terms of refractive index as

° It:'ref(w) s4 e P

m ~
1+ 2 exp (—izmcwdﬂ (4.14)

¢

. 4n (A—1)wd
== exp (—1)

= T(w) exp (—idp(w))

here d is the thickness of the sample, c is the speed of light and T(w) and ¢(w) are exper-
imentally obtained amplitude and phase of the transmittance. The Figure 4.11b shows a
terahertz pulse that has been delayed by more than t=7 ps (t >> pulse width of THz) due to
the propagation through the sample(STO). In this scenario, we can use the approximation
for the optically thick samples and the Fabry Perot echoes can be neglected. By supposing
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that the material is low absorptive(k << n ) the transmittance can be expressed as,

4n —kwd (n—1wd

T exp( c ), olw) = — (4.15)

T(w) =
where n and k are the real and imaginary part of the refractive index which gives

d(w)c

n(w) = wd +1 (4.16)
2
K(w) = —ﬁ In (‘)(“’)E;JF”) 4.17)

— dn
wd  \p(w)(n+1)2
The optical properties of a given medium can be described by the dielectric constant &,

the optical conductivity &, and the complex refractive index i, all of which are, in general,
complex quantities:

— €1 — iez, (418)
01 — iGz (419)

m

Q
Il

The frequency dependent complex dielectric function and conductivity of the sample can be
obtained from the relation,

A= —ep i (4.20)
wen

€0 is the permittivity at infinite frequency, € is the complex permittivity and & is the complex
conductivity of the sample.

4.3 Experimental Setups Characterization

4.3.1 Characterization of the Optical Cavity

Cavity Resonance Characterization

The terahertz Fabry Perot cavity used in the experiments reported in this thesis is
characterized by time resolved terahertz transmission spectroscopy. The major parameters
of a cavity such as resonant frequency and quality factor can be determined directly from
the transmitted terahertz field. The cavity losses has been minimized by aligning the cavity
mirrors parallel to each other and perpendicular to the incident terahertz field. An optical
beam has been send collinear to the terahertz waves to align the optical cavity. The normal
incidence on both the mirrors of the cavity is achieved by making the reflected beam coincide
with the incident beam. The mirrors are well aligned horizontally and vertically by moving
the Piezo actuators. The reflections from the cavity are identified by observing variations in
the time domain terahertz field as we adjusted the position of the entire mirror.

The trasmitted terahertz field from the empty cavity at two different cavity lengths are
shown in Figure 4.12a. The first pulse transmitted through the cavity is followed by the
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Fig. 4.12 THz Characterization of Empty Cavity. a) Trasmitted terahertz field from cavities
with resonant frequencies 0.5 THz (Top) and 0.96 THz (bottom). Fields are measured with
cavity mirrors at room temperature b) Amplitude of transmittance for transmitted terahertz
pulses in Figure 4.12a. The fundamental resonance mode (m=1) and higher harmonics (m=2
& m=3) are marked in the figure. (THz source: LiNbOj3 crystal)

Fabry Perot reflections inside the THz cavity and the reflections are set by the round trip
time of the cavity. The Figure 4.12b shows the amplitude of transmission calculated from
the ratio of Fourier transformation of the terahertz field in Figure 4.12a and reference field.
Fundamental frequency of each cavity is shown in the legend. In the spectra, Fabry Perot
modes of the cavity is marked with the mode number(m). The frequencies of the modes are
related to the cavity length as w. = M- where n is the refractive index of the medium
inside the cavity and L is the cavity length. The bandwidth of the fundamental mode is
related inversely to the time in which energy leaks out of the cavity and the quality factor
of the cavity can be calculated as the ratio between the fundamental cavity mode and its
bandwidth at a fixed cavity length which has been estimated as Q ~ 4.9. The quality factor of
the cavity can be further improved by using cavity mirrors of higher reflectivity. However,
as the THz TDS measurements were performed in the transmission geometry an optimal
reflectivity had to be chosen in order to have good signal to noise ratio.

Calibration of Cavity Length Variation with Temperature Change

The experiments in this thesis have been performed in the temperature range of 80 K-
295 K. The mirror mounts are directly connected to the cold finger. Hence, the change in
the cold finger temperature affects the cavity length due to the thermal expansion of copper
mirror mounts[197]. Because of this reason, it is important to develop a protocol to correct
this thermal effects to perform temperature scans at a fixed cavity length.

Figure 4.13a presents temporal terahertz field from a 10 mm cavity at 295 K in which
cavity length is determined from the round trip time of the reflection marked as cavity peak
(first cavity reflection). The thermal evolution of this cavity reflection shown in Figure 4.13b
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Fig. 4.13 Temperature Calibration of Cavity Length. a) Transmitted terahertz field from
a cavity with cavity length 10 mm at 295 K. b) Cavity peak plotted for different cold
finger temperature(T¢) before calibration. Cavity length variation arises from the thermal
expansion of mirror mounts. c) Change in the estimated cavity length (from the terahertz
time domain pulse) as a function of cold finger temperature(T.¢). Dotted plot is the linear
fit. d) Cavity peak at different cold finger temperature after calibration. The correction used
here is & = 0.372 pm/K

reveals that the cavity length has been increased at low temperature resulting in a variation
of the resonant frequency of the cavity. The change in the cavity length(AL;qvity) as a
function of cold finger temperature(Figure 4.13c) shows that the cavity length has changed
by 80um by cooling down from room temperature to 80 K which will be highly evident and
significant at higher cavity frequencies. The thermal expansion coefficient (x=0.372 um/K)
can be determined by fitting the data points with the function,

Alcavity = (295 — TcF) (4.21)

The coefficient obtained from the fit has been used as a correction factor to adjust the
cavity length in the temperature scans by controlling piezo actuators through the labview
program. The procedure has been proven to be efficient in fixing the cavity length over the
whole temperature range (295K-80 K). The temperature scan after the correction is shown in
(Figure 4.13d).

4.3.2 Nonlinearities in the Experimental Setup

Nonlinear effects like kerr effect, terahertz related kerr effect(induced by the second
order optical nonlinear processes in noncentrosymmetric media) and two photon absorp-
tion observed in Zinc Telluride(ZnTe) crystals[198][199] have been reported to have strong
influence on the terahertz generation. In addition, Terahertz field induced second har-
monic generation[200] and nonlinear absorption features of the low frequency THz phonon
mode[201] in ZnTe makes it necessary to understand the possible nonlinearities in the
detection crystal in order to disentangle the non-linear effects of the detection to those of the
sample.
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Fig. 4.14 Non-linearity of the Detection Crystal. a) Terahertz field from LiNbO3 detected
by ZnTe crystal altered by the wire grid polarizers. Field shapes are completely different
due to the non-linearity. The peak to peak value against intensity(n]) in the inset is not linear
and saturates at higher intensities b) Amplitude of the FFT for the fields in Figure 4.14a.
Spectral content distribution is not the same at different intensities c) The terahertz field
(normalized to the peak) detected by ZnTe after placing a pair of wire grid polarizers almost
perpendicular to each other before the detection crystal. The terahertz peaks are almost
linear to the cos?0 (Malus’s law). The fields are overlapping at lower intensities. d) The
amplitude of FFT for the terahertz fields(normalized) after placing a pair of WGP before
detection crystal

Firstly, the intensity of the terahertz generated from the LiNbOj; crystal was attenuated
using two wire grid polarizers and the temporal field was mapped using electro-optic
sampling. The time domain of the terahertz field on the ZnTe and its Fourier transform is
shown in Figure 4.14a and Figure 4.14b at different relative angle between the two polarizers.
The terahertz electric field is saturating at higher intensities which is clearly visible in the THz
peak to peak plotted against intensity in the inset of Figure 4.14a. Additionally, a terahertz
field dependent effect was observed in the shape of the terahertz pulses resulting changes
also in the spectra. This nonlinear effects can be possibly associated to the anharmonic
vibrational potential of phonon modes in ZnTe[201]. In order to perform nonlinear terahertz
spectroscopy measurements on the materials, it is important to eliminate the nonlinear
effects of the detection crystal.

As an attempt to remove the nonlinear responses of the ZnTe, two wire grid polarizer
were placed almost perpendicular between the sample and the detection crystal(Figure 4.9a).
This helps in attenuating the THz intensity on the ZnTe crystal with out changing the
incident field strength on the sample. The terahertz field and the Fourier transform under
this condition are shown in Figure 4.14c and Figure 4.14d respectively. The fields are
normalized on the peak in both time and frequency domain. Even though the THz peak
saturation has been suppressed the changes in the terahertz pulse and spectra are still clearly
visible. However, the THz fluence dependence is completely eliminated below a peak field
of 0.25 kV/cm(0 = /3 (Inset Figure 4.14c)). Since the detection crystal falls into the linear
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regime below this field strength(6 = 7t/3) the reference fields at 6 = 0,71/6 and n/4 (In the
free space) used in the nonlinear spectroscopy measurements are obtained by rescaling the
terahertz field at 6 = 71/3 using Malus’s lawEquation 4.11.
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Fig. 4.15 Nonlinear Studies on Empty Cavity. a) Transmitted terahertz field from an empty
cavity with cavity length 1.5 mm at different terahertz intensities for T= 295 K and T= 138 K.
The terahertz pulses are normalized by cos20 (Malus’s law). b) Amplitude of the FFT for the
fields in Figure 4.15a. The FFT is also normalized by cos?6 (Malus’s law). The inset shows
the FFT zoomed from 0.8 THz to 1.3 THz for better clarity

The nonlinear THz-TDS measurements in this thesis are performed in the conditions in
which the nonlinearities of ZnTe crystal are eliminated. The fluence dependent terahertz
transmission of empty cavity at T= 295 K and T= 138 K are shown in Figure 4.15. Since
the transmitted terahertz field from the empty cavity is already in the linear regime of the
detection crystal the measurements with the cavity has been performed by removing the
pair of wire grid polarizers before the detection crystal in order to ensure good signal to
ratio. Both the terahertz waveforms(Figure 4.15a) and the spectra(Figure 4.15b) are well
overlapped after normalizing using Malus’s law(Equation 4.11) for the polarizers at both
temperature conditions. For better clarity, the spectra zoomed from 0.8 THz to 1.3 THz
(frequency range in which nonlinearities are pronounced in the nonlinear studies given
in chapter 7) are shown in the insets of Figure 4.15b. This indicates that the terahertz
transmission responses from an empty cavity doesn’t have any fluence dependence at the
terahertz field strengths used in this thesis and the intensity of transmitted terahertz waves
from the bare cavity is lower than the threshold for the nonlinearities in the detection crystal.

In conclusion, a tunable cryogenic cavity assembly efficient in studying the light matter
interactions at the terahertz frequency range has been developed. The light-matter hybrids
are characterized using broadband single cycle terahertz pulses generated from a photo-
conductive antenna. The nonlinear responses of the matter inside the cavity has been studied
using a constructed nonlinear terahertz spectrometer based on tilted pulse front technique.






5

SIGNATURES OF STRONG LIGHT-MATTER
COUPLING IN QUANTUM MATERIALS

5.1 Motivation

In the strong coupling regime, coherent exchange of energy between the light and
the matter leads to the formation of hybrid states with energies that are different from
the independent eigen states of the confined optical field and the emitter. This phe-
nomenon is called Rabi splitting. And light matter hybrid states are termed as polaritonic
states[202, 203]. Modification of the energy states of the system opens the possibilities to
control fundamental properties like rate of chemical reactions[204] and the conductivity
of organic semiconductors[205]. In addition, strong amplification of the Raman scatter-
ing signal from a strongly coupled system can be applied to design an optical parametric
oscillator based on a Raman laser[206], and more efficient second and third-harmonic
generation from the low polaritonic state is promising for nonlinear optics[207, 208]. Fur-
thermore, the vibrational strong coupling with the phonons have been explored for its
potential impact on phonon-assisted collective phenomena in quantum materials, including
superconductivity[44], ferromagnetism[45] and ferroelectricity[37].

In this chapter, we are reporting our efforts to experimentally demonstrate the strong
light matter interaction in CuGeO3[27] and 1T-TaS, sample by coupling the cavity modes to
the infrared(IR) active phonon modes. One of the most commonly used experimental way
to detect strong light matter coupling is to compare the transmission spectra of the empty
cavity and the material inside the cavity. Hence, the strong coupling phenomena has been
demonstrated using broadband terahertz spectrometer described in subsection 4.2.1. The
first section of the chapter documents the vibrational strong coupling regime in the CuGeO3
crystal. The high oscillator strength of the optically-active phonon mode in CuGeOs enable
to observe anticrossing behaviour, a distinctive feature of strong light matter coupling when
the material is embedded in a resonant optical cavity.

In the second part of this chapter, we reveal the emergence of multimode vibrational
coupling in the charge density wave (CDW) material 1T-TaS; due to the hybridization of
fundamental mode of the cavity with the three CDW phonon modes. The screening of the
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CDW phonons above the metal insulator phase transition temperature results in the closing
of the multimode polaritons in the metallic phase. The temperature dependent terahertz
transmission measurements across the first order phase transition shows the evidences of
coupling between the cavity field and the free carriers across metal insulator phase transition
resulting in the enhancement of cavity dissipation.

5.2 Strong Light Matter Coupling in CuGeO3

5.2.1 Terahertz responses of CuGeO;

CuGeOQ;3 is an insulating crystal belonging to the family of cuprates and it exhibits
an orthorhombic crystal structure with space group Pbmm, consisting of chains of CuOg
octahedra along the c axis interconnected by GeOy tetrahedra as shown in Figure 5.1[209].
The material undergoes a spin-Peierls transition at low temperatures(below 14 K) in which
the one dimensional antiferromagnetic spin chain undergoes a transition to a nonmagnetic
dimerized state[210-213]. This transition is driven by the interaction between the magnetic
spins and the lattice vibrations or phonons.
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Fig. 5.1 Terahertz response of CuGeQOj3 sample a) CuGeOj3 crystal structure in the normal
phase. b) Transmitted terahertz field from a 20 um thick CuGeOs sample along the b-axis
(at 80 K). c) Comparison of transmission spectra of the CuGeO3 along the b-axis and a-axis

Infrared reflectivity measurements have revealed distinct phonon modes along the
b-axis and c-axis of the pure CuGeOs crystal. Phonons are detected at 5 THz, 15.8 THz and
21.5 THz when light is polarized along the c-axis and at 1.45 THz, 6.3 THz, 8.6 THz, 11.3 THz
and 23 THz along the b-axis[209]. In the THz range employed in this setup, only the Cu-O
infrared-active vibrational mode at 1.45 THz along the b-axis can be detected. This mode
is associated with the rotation (accompanied by a slight internal distortion) of the GeOy
tetrahedra around the axis defined by the oxygen sites and presents a Byu symmetry. This
strong Cu-O IR-active vibrational mode also shows a monotonic blue shift in the normal
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phase from 14 K to 300 K with a line broadening due to phonon thermal population[209, 214].
Hence the temperature dependence of the linewidth and the high oscillator strength of the
Byu phonon makes CuGeOQjs a suitable candidate to study the emergence of light matter
hybrid states in a resonant optical cavity.

The terahertz transmission measurements of the bare CuGeO3; has been done in the
open cavity configuration, i.e.,when the distance between the two mirrors is such that
the fundamental cavity frequency lies far below with respect to the phonon frequency
and the resulting transmission can be regarded as the freespace one with only a damping
coefficient(~ 5% transmission) due to the semi-reflecting mirror absorption. Figure 5.1b
shows the transmitted terahertz wave from a CuGeOj crystal of thickness 20 pm at 80 K
when the terahertz electric field was oriented in the b-axis. The oscillation in the transmitted
terahertz field can be attributed as the vibrational phonon mode in the b-axis (perpendicular
to the magnetic chains). Figure 5.1c shows the frequency dependent terahertz transmission
of the CuGeO3; when the THz polarization was parallel to the crystal b-axis(blue) and a-
axis(yellow). No spectral features were detected in the terahertz range along the a-axis, but
a distinct absorption peak at 1.45 THz associated with the Byu mode with a linewidth of
Yphon = 76 GHz (full-width half-maximum) was observed when the terahertz electric field
was parallel to the b-axis.

5.2.2 Vacuum Rabi Splitting inside Optical Cavity
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Fig. 5.2 Resonant Light Matter Coupling of CuGeOs in a Terahertz Cavity. a) Transmission
spectrum of the empty cavity resonant with the phonon mode at 1.45 THz. b) Transmitted
terahertz field from CuGeO; sample embedded inside the resonant cavity(obtained by
filtering the region between 0.4 THz and 2.5 THz). c) Transmission spectrum of the light
matter hybrid system(blue line) along with the spectral response of the bare cavity(black
dashed line) and the freespace phonon(red line) (at T= 80 K)[27]

The strong coupling phenomena in CuGeQj crystal has been studied by placing the
sample at the center of a Fabry Perot cavity resonant with the vibrational phonon mode at
1.45 THz. The spectral response of the bare cavity used in this studies is shown in Figure 5.2a.
The estimated quality factor of the cavity at 80 K was, Q=6.3 obtained from the ratio between
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the fundamental cavity mode (w¢qy = 1.45 THz) and its FWHM!. Shown in Figure 5.2b
and Figure 5.2c are transmitted time domain terahertz field(obtained by filtering the region
between 0.4 THz and 2.5 THz) and transmission spectra of the hybrid system at temperature,
T=80 K. The spectral response of the bare cavity(black dashed line) and the CuGeOs in
freespace(red line) are also shown along with the spectrum of the coupled system(blue line).
The transmitted spectrum of the coupled system shows two distinctive peaks which are
shifted in frequency with respect to the bare phonon and cavity resonance indicating the
presence of two new eigen states. The spitting between this peaks, Qr=0.32 THz is greater
than the linewidth of both the bare phonon and the cavity.

The coupling between a matter and cavity are determined by the photon decay rate
of the cavity, ycav, the lifetime of the phonon, ypnon and the coupling strength,g. Both
Ycav and Yphon can be associated to the line width of the cavity and the phonon absorption
respectively[18, 71, 49, 215]. The splitting in the spectral response of the coupled system
reflects that the light matter coupling (g) has become faster than the dissipation processes
and the system is in the strong coupling regime. This effect is called Rabi splitting and the
two spectroscopically resolved peaks can be attributed as hybrid vibro-polaritonic states.
The signatures of coupling between the phonon mode and the cavity fundamental mode can
be observed also in the transmitted terahertz field(Figure 5.2b). This terahertz field exhibits
an exponential decay modulated by periodic beating of period 1/Qr=3.1 ps instead of a
single exponential decay as in the case of uncoupled phonon and bare cavity. This temporal
beating is called coherent Rabi oscillations resulting from the coherent energy exchange
between photons and phonons at a rate Qg = 0.32 THz occuring inside the resonant cavity.

The relative strength of the coupling can be estimated from the ratio between the
Rabi frequency and frequency of the cavity mode. The system falls in to the ultra-strong
coupling(USC) regime when the ratio is greater than 0.1 to 0.2[216, 49]. The strength of
the coupling of the hybrid system is estimated as 0.22 placing it close to the ultra-strong
coupling regime.

Dispersion of Polaritonic States

The cavity-phonon hybridization can be confirmed to be in the strong coupling regime
from the anticrossing of the polaritonic branches. To characterize the anti-crossing behaviour
of polaritons, the fundamental mode of the cavity has been tuned across the phonon
mode in CuGeOs at 80 K. The cavity frequency has been varied by moving cavity mirrors
symmetrically in order to position the sample always at the center of the cavity.

The 2D terahertz transmission spectra as a function of cavity fundamental mode(ranging
from 0.8 THz to 1.6 THz) is shown in Figure 5.3b. The most prominent modes observed
near the phonon resonance at 1.45 THz can be identified as lower polariton(LP) and upper
polariton(UP). By tuning cavity frequency away(lower) from the resonance case, both the
LP and UP displays a blue-shift with respect to the resonant case and a change in the
spectral content is also observed. LP and UP approaches the frequency of uncoupled cavity
and phonon respectively when the fundamental mode of the cavity is different from the
vibrational mode frequency. At the far off resonant case, the UP vanishes completely and

1Full Width Half Maximum
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Fig. 5.3 Dispersion of Polaritons a) Terahertz field transmitted through the coupled cavity
at different cavity detunings(fields are filtered the region between 0.4 THz and 2.5 THz). b)

2D transmission spectra of the system showing the dispersion of phonon polaritons at 80
K.[27]

only LP is visible. The dispersion of both polaritons in the transmission spectra shows a clear
anti-crossing behaviour at the phonon frequency indicating the strong coupling phenomena.
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Figure 5.3a presents the evolution of the filtered time-domain THz fields transmitted by
the cavity for different detuning Aw = wcqv — Wphon around the phonon frequency. The
data conveys that the detuning of the cavity mode away from the vibrational mode results
in the damping of the coherent Rabi oscillations with respect to the resonant case Aw = 0.

The dispersion of polaritons shown in Figure 5.3 can be modelled using the coupled
harmonic oscillator(CHO) model described in section 2.3[80]. Dispersion of the polaritons
shown in Figure 5.4a is estimated using the CHO model with a Rabi splitting QO = 0.32 THz
and linewidths y¢qy = 0.23 THz and yphon = 76 GHz. The calculated contributions from
photonic and phononic components for lower and upper polaritons are shown in Figure 5.4b
and Figure 5.4c respectively. At lower frequencies LP has more cavity component and UP
has more phononic component and vice versa for the cavity frequencies higher than the
resonant vibrational phonon mode. At resonance, when the frequency of the cavity matches
the phonon frequency, the polaritonic states are hybrid states of half light and and half
matter as shown in Figure 5.4b and Figure 5.4c.

Temperature Evolution of the Vibro-Polaritonic States

The By, vibrational phonon mode in CuGeO3; shows an anomolous monotonic blue
shift above the spin - peierls transition when the temperature is increased from 14 K to 300
K. The optical spectroscopy measurements in [217] has reported a blue shift of 0.66 cm~!
and a broadening in the linewidth of 1.06 cm ™! in this temperature range due to the phonon
thermal distribution. To comprehend the impact of thermal evolution of the vibrational
mode on the polaritons, we monitored the dispersion of polaritons at different temperatures.

Figure 5.5a shows the comparison between transmission spectra of CuGeO3; sample
at 80 K and 290 K outside the cavity. We noted a blue shift of 0.05 THz in the vibrational
Cu-O mode, accompanied by a 50% broadening in the line width. The broadening of the
phonon line width implies a faster decay rate of the phonon mode, consequently resulting
in a shorter polariton lifetime.

Figure 5.5b portraits the Rabi splitting in CuGeOj3 at 295 K(red) and 80 K(blue). We
report a shift of the polariton states to higher frequencies at 295 K compared to 80 K. Addi-
tionally, the linewidth of the two polaritons becomes broader by increasing the temperature
indicating a shorter polaritons” lifetime. We have mapped the polariton dispersion as a
function of fundamental mode of the cavity at 80 K and 295 K in Figure 5.5¢ and Figure 5.5d
respectively. The dispersion across the detunings shows significant broadening in the line
width of the polaritons at 295 K. The dispersion plots also reveal a slight increase in the
Rabi splitting between the vibro-polaritons at 295 K which can be rationalized from the
relation between the Rabi splitting and the linewidth of the cavity and phonon we obtain
from the diagonalization of the Hamiltonian. In the assumption of zero detuning between
the phonon resonance and the cavity the Rabi splitting can be quantified as,

Qg = 2\/92 — (Yeav _thon)2/16 (6.1)
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Fig. 5.5 Thermal Evolution of the Polaritons a) Rabi splitting of vibrational mode in CuGeO3
at 295 K and 80 K. Vibro-polariton dispersion in CuGeO3 at b) 80 K and ¢) 295 K

The relation says that the losses can be compromised by making the linewidth of the
cavity and the material the same. Therefore we can conclude that the change in the Rabi
splitting across the temperature can be attributed to the broadening of the bare B,u mode.
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5.3 Collective Strong Coupling in CDW Material 1T-Ta$S,

Tantalum Disulphide, 1T-TaS, belongs to the family of quasi-two-dimensional transition
metal dichalcogenides. The quasi-two-dimensional character is formed due to the weak van
der Waals forces bounding the sheets of X-M-X(M-Transition metal ion, X- Chalcogenide)
sandwiches(Figure 5.6a)[218]. The 1T corresponds to the polytype of the material associated
with the octahedral stacking of the sandwich structure. 1T — Ta$; is significant being
one of the earliest two-dimensional materials to exhibit the charge density waves[219].
Charge density wave materials(CDW) are characterized by the periodic charge density
modulation accompanied by periodic lattice distortion[220, 221]. The CDW formation is
usually described by Peierls transition[222] in which the electron phonon interaction causes
a distortion in the metallic chain resulting in the opening of the gap at the new Brillioun
zone boundary turning the metallic chain in to an insulator[220, 221].
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Fig. 5.6 Tantalum Disulphide a) Crystal structure of the layered 1T-TaS;, where the planes
of tantalum (Ta) atoms are surrounded by sulfur (S) atoms in an octahedral arrangement. b)
Temperature dependence of the resistivity (p3D) of the bulk 1T-TaS,(300 pm) single crystal.
The solid and broken lines represent the p3D in the cooling and warming scan, respectively.
The bulk sample showed the ICCDW-NCCDW transition at around 354 K with a hysteresis
of 3 K and the NCCDW-CCDW transition at 200 K with a hysteresis of 51 K. Inset: The Ta
atom distortions in the CCDW phase, whose reconstructed unit cell is represented by red
lines(Pictures are taken from [218, 223]). Schematic of a Ta atom network in the c) hexagonal
NCCDW and d)CCDW e) The crystal structure shows a David-star cluster, where 12 Ta
atoms within the layer move toward a 13th central Ta atom.[134]

1T-TaS; undergoes first order phase transitions between thermodynamical phases differ-
entiated by commensuration of CDW[224, 225] and resistivity[226]. Above 550 K, material
is in a metallic phase with no CDW feature with space group P3m1 space group[227, 228].
At T= 350K, a CDW distorion results in an incommensurate CDW phase. By further cooling
down the sample below 350 K, hexagonal domains of commensurate CDW(CCDW) clusters
form with a domain size of 70 A. Each of these hexagonal domain are consisted of clusters of
tantalum atoms in the so called "Star of David" formation as shown in Figure 5.6e. The neigh-
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bouring CCDW domains are separated by dicommensurate regions resulting in a metallic
behaviour and hence this phase is called nearly commensurate CDW phase(NCCDW).
The size of the CCDW hexagonal domains increases by lowering the temperature and
becomes fully commensurate with the underlying lattice at T=180 K accompanied by a
CDW wavevector rotation of 13.9°[229]. The commensurate CDW(CCDW) phase of 1T-TaS,
shows an electronic behaviour of a mott insulator[230]. The schematic pictures of NCCDW
and CCDW phases are illustrated in Figure 5.6c and Figure 5.6d respectively.

In 1T-Ta$S,, the reconstruction of Brillioun zone boundary associated to the CDW
transition occurs due to the structural distortion in the CCDW phase[225, 231, 232]. In this
phase, the only unpaired electron sitting at the center of the David star occupies the narrow
half filled band located above the lower bands containing paired electrons around the star,
forming the uppermost cluster orbital(UCO). The insulating properties of the commensurate
phase arises from the so called, Mott localization resulting in the splitting of UCO band into
lower Hubbard band(LHB) and upper Hubbard band(UHB)[233-235]. The resistivity data
of a 300 pm thick 1T-TaS; across different CDW phases are depicted in Figure 5.6b[223].

Firstly, we present the temperature dependent terahertz transmission measurements
of a 10 pm thick 1T-TaS, across the NCCDW-CCDW phase transition. The measurement
shows a drop in the low frequency conductivity, attributed to the opening of the Mott gap
and the emergence of the CDW phonons resulting from changes in the screening of the
modes by electrons in the NCCDW phase. In the later part, we report the signatures of
multimode vibrational coupling in a 1T-TaS, embedded inside an optical cavity due to
the cavity mediated hybridization of CDW phonons. The thermal evolution of multimode
polaritons across the metal insulator transition reveals how the presence of free carriers is
reflected in the multimode strong coupling.

5.3.1 Terahertz Characterization of the Metal-to-Insulator Phase Transi-
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Fig. 5.7 THz Transmission in the Metallic and Insulating States of 1T-TaS, Transmission
spectra(bottom) of 1T-TaS, with time domain profile(top) for the a) Insulating phase and the
b) Metallic phase[134]. [Terahertz source: PCA]
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Figure 5.7a and Figure 5.7b shows the transmitted terahertz electric fields(top) and their
Fourier transform spectra(bottom) of a 10 um thick 1T-TaS; sample in the insulating and the
metallic phase respectively. The terahertz data shows a slightly larger transmission in the
insulating phase accompanied by the appearance of ripples in the time domain. The ripples
can be observed in the transmitted spectra as absorptions centered at approximately 1.6,
2.0 and 2.3 THz respectively. These absorption can be associated to the three lowest-lying
CDW phonon modes in 1T-TaS,. The drop in the low frequency terahertz transmission can
be attributed to the Drude-like response of free carriers.
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Fig. 5.8 Temperature resolved Terahertz Measurements on 1T-TaS; Real part of the optical
conductivity (o7 (w)) measured in free space upon a) heating and b) cooling the sample from
the insulating and metallic phase, respectively. THz transmission (T) measured in free space
at different cold-finger temperatures Text upon c) heating and d) cooling the sample.[134]

Figure 5.8c and Figure 5.8d shows the THz transmission of 1T-TaS, across the first
order phase transition as a function of cold finger temperature upon heating and cooling
respectively. The transition between the NC-CDW metallic phase and the C-CDW insulating
phase are reflected in the transmission as an increase in the low frequency transmission (0.2
THz < w < 1.5 THz) below the phase transition temperature(T,), attributed as Drude-like
response of free the carriers and the screening of the infrared-active CDW phonon modes at
1.58 THz, 2.04 THz and 2.35 THz by free carries in the metallic phase[236, 237]. Figure 5.8a
and Figure 5.8b shows the optical conductivity upon heating and cooling respectively
obtained using the Fresnel relations explained in subsection 4.2.3. The Drude like optical
conductivity above T, indicates the presence of free carriers in the metallic phase. The
difference in the T. upon heating and cooling of the sample marks the hysteresis associated
to the first-order phase transition. The phase transition in free space upon heating occurs
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at T, = 181 K and at 143 K upon cooling from the metallic phase. The discrepancy in the
phase transition temperature (T.) with respect to the literature value[238] can be attributed
as difference between the temperature of the sample and the temperature of the cryostat’s
cold finger arising from the high thermal impedance of the Si3N4 membranes holding the
1T-TaS; sample.
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Fig. 5.9 Complex Conductivity (&) of 1T-TaS, Real part of the optical conductivity at a) T=
80 K b) T= 280 K. Complex part of the optical conductivity at ¢)T= 80 K d) T=280 K.

The complex optical conductivity in Figure 5.9 can be described using Drude Lorentz
model with harmonic oscillators given by[226, 236, 237]

+1iegw 1—eoo—Z 5 2] -
o7 Wiy — Wt~ lwy;

6(w) = (5.2)

0o
1—iwT

in which the first term is the Drude conductivity in which oy = eow%’t. 0y is the static
conductivity and 7 is the scattering time. e, is the high frequency response of the dielectric
constant. The last term represents the contribution from the j*™ harmonic oscillator, where
S; is the oscillator strength, wyj is the resonance frequency and vj is the line width of the
same.

The real and imaginary part of optical conductivity at T=80 K (Figure 5.9a and c) and
at T = 280 K(Figure 5.9b and d) has been fitted using the Drude-Lorentz model(red line)
with REFFIT software. The parameters extracted from the fits are listed in Table 5.1 for the
insulating C-CDW phase(T=80 K) and in Table 5.2 for the metallic NC-CDW phase(T=280
K). The mode frequencies and the static conductivity(oy) are in good agreement with the
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1 1.58 0.110 9.86
2 2.02 0.101 3.05
3 2.35 0.125 2.81

Table 5.1 Drude-Lorentz fit parameters of 1T-TaS; in the insulating phase(at T= 80 K)

€0 00 [Q Txem 1] T[fs]

3.5 52.8 215
Table 5.2 Drude-Lorentz fit parameters of 1T-TaS, in the metallic phase(at T= 280 K)

values in the literatures[236, 237]. In addition. the insulator metal transition is accompanied

by an increase in the Drude scattering time T and static conductivity o.

5.3.2 Multimode Vibrational Coupling in the CDW Phase of 1T-Ta$S,

a) b)
6 P
Phonon Hybrid Cavity —=: Free space.phonons ',‘ 'r
states states states 5|77 EmPty cavity 1Y | T=80K
—— Coupled cavity [ ~o 30
uP X L R R c
z c 1 I 1 o
241 7=~ LP Inv W 0
a7 N Ny 1Y e
2 N 20°g
= Y ]
23 [ s
g 1 =
= " 10 »
> C
22 o
E &
8 £
1 g =

0.5 1.0 1.5 2.0 2.5 3.0
Frequency [THz]

Fig. 5.10 Multimode vibrational coupling in 1T-TaS; a) Energy level scheme of the hy-
bridization of the C-CDW phonons with the cavity mode. Strong coupling between the three
C-CDW phonons at frequencies wj, wy, w3 and fundamental cavity mode at frequency w,
results in the formation of four non-degenerate hybrid states: an upper (UP) and a lower
(LP) polariton, and two middle polariton resonances (P1, P2). Dark states resulting from
the strong coupling are denoted with DS. b) Transmission spectrum (red, right axis) of the
uncoupled 1T-TaS,, bare cavity(black dashed spectrum, left axis) and the coupled system
when the cavity mode is resonant to the midpoint of two C-CDW phonons at 80 K.

The coupling between the fundamental mode of the cavity with the CDW phonon
modes in 1T-TaS; has been studied by placing the sample inside a Fabry Perot cavity with
quality factor Q=7.2. The cavity length has been tuned in order to be resonant to the midpoint
of two adjascent CDW phonons (w123 = 1.58, 2.02, 2.3 THz) in the insulating phase of 1T-
TaS,. As in the case of single mode case, coupling between the phonons and the cavity
mode is determined by the photon decay rate of the cavity and the lifetime of the CDW
phonon modes which can be directly mapped from the line width of the cavity and the CDW
phonon absorptions respectively. The terahertz spectral response of the uncoupled cavity
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(black dashed line), CDW phonons(red dashed line) along with the coupled system(blue
dashed line) at 80 K are shown in Figure 5.10b. The transmitted spectra from the coupled
system exhibits the splitting in to four spectrally separated peaks as a result of multi-mode
coupling between the three CDW phonon modes and the cavity mode. The peaks can be
associated to the formation of light matter hybrid states named as lower polariton(LP), upper
polariton(UP) and two middle polaritons(P1 and P2) as marked in the Figure 5.10. The
splitting between the adjascent polaritons (0 3=0.496, 0.301, 0.310 THz) are greater than
the line width of both the bare cavity(0.25 THz) and the CDW phonons (y; 3= 0.172, 0.154,
0.148 THz) indicating that the CDW excitations in the 1T-TaS; are in the strong coupling
regime.

Dispersion of Polaritonic States
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Fig. 5.11 Multimode Polariton Dispersion in 1T-TaS; a) Terahertz field from the 1T-TaS,
embedded inside the cavity of different resonance frequencies b) 2D transmission spectra
of the system showing the dispersion of the multimode polaritons at 80 K. ¢) Transmission
spectra of the hybrid sytem at 80 K with cavity fundamental modes tuned across the three
phonon resonances of the C-CDW phase (w; = 1.58 THz, wy = 2.02 THz, w3 = 2.35 THz).
The spectra have been vertically shifted for clarity.[239]
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Figure 5.11b and c illustrates the dispersion of multimode polaritons and selected
transmission spectra measured when the cavity fundamental mode is tuned across CDW
excitations. The dispersion of upper polariton branch, lower polariton branch and the
middle polariton branches are marked as UP, LP, and P1 and P2 respectively in the 2D plot.
The Rabi splitting in to multiple polaritons are very evident when the cavity is resonant to
the CDW phonon modes as a consequence of strong coupling. In addition, it can be seen
that the polaritons are behaving differently when the cavity fundamental mode is tuned
towards the off-resonance conditions(Figure 5.11c). The energy of the lower and and upper
polarions(LP, UP) are dispersing with the cavity mode and approaches the energy of the
uncoupled cavity and the CDW phonon mode when the cavity frequency is away from the
resonance case. The lower (upper) polariton energy tends to the bare cavity resonance at low
(high) frequency and to the lowest(w1) (highest(w3)) CDW mode at high (low) frequency.
On contrary to this, the energies of the two middle polaritons (P1, P2) do not show any
dependence on the cavity frequency. The frequencies of the middle polariton states remains
at the midpoints of adjacent phonons. It can seen that the hybrid polariton states exhibits an
anti-crossing behaviour, a distinctive feature of strong coupling regime.

Figure 5.11a presents the evolution of the time-domain THz fields transmitted by the
cavity for different cavity frequencies around the CDW phonon modes. When the cavity
is in the resonance case, the THz field shows an exponential decay modulated by multiple
Rabi oscillations instead of a single periodic beating. This emerges from the interference
of multiple polaritons originated from the coherent exchange of energy between the cavity
and the CDW phonons.

The multi-mode rabi splitting can be analyzed using the coupled harmonic oscilla-
tor(CHO) model with four oscillators and the diagonalization of the Hamiltonian will give
the energy of the eigen states as the linear combinations of cavity and the CDW phonon
modes. In an assumption that there are N excited phonons for each of the three measured
CDW modes, the polariton wave-function [py ) can be given by

N N
pL) = Xeav(Aw)10,0,0;1) + X1 (Aw) Z lei, 0,0;0) + x2(Aw) Z |0, e1,0;0)
i=1 i=1
N (5.3)
+x3(Aw) Y 10,0, €;;0) .
i=1

Here |0,0,0; 1) represents the purely cavity state, and Z{il le;, 0,0;0), Z{il 0, e, 0;0)
and Z]i\l:1 0,0, e;;0) the pure vibrational states of first, second, and third CDW phonons
respectively in which they are in their excited state. We stress that the wave-function
components must satisfy the normalization condition IXcavl® + Z%:l Ixil*> = 1 for each
cavity frequency we. [xcav 2 and \X1,2,3\2 are the ratio of the optical and the phonon character

of the hybrid states which can be obtained from the Hamiltonian given by[240, 241]
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Fig. 5.12 Polariton dispersion with CHO model in 1T-TaS; a) Theoretical fit for the polariton
frequencies using CHO model. The circle correspond to the measured polariton peaks, while
the solid curves show the frequencies obtained from the CHO model b,c,d and e ) Cavity
(\X% avl) and phonon (Iximl) fractions of the polariton wave-functions as a function of the
cavity frequency.[239]
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where y¢qv and vy 23 are the linewidths of the cavity and CDW phonon respectively, w.
and w3 are their resonance energies, and 15, Q3 and Q34 represent the Rabi splitting
between each other. Based on Equation 5.4, the eigenvalues as a function of the cavity
frequency are obtained as shown by the solid lines in Figure 5.12a, which agree with the po-
lariton frequencies(circles) obtained from the transmission measurements. Figure 5.12b,c,d
and e shows the cavity and phonon fractions for the four polariton states as a function of
the cavity fundamental mode, from which we can conclude that the LP(UP) is mainly a



66 Signatures of Strong Light-Matter Coupling in Quantum Materials

hybrid state of the cavity mode and the first(third) CDW phonon mode while P1 and P2 are
hybrid states of the adjascent CDW phonon modes. At lower frequencies LP has more cavity
component and UP has more phononic component from the CDW mode and vice versa
for the cavity frequencies higher than the resonant condition. However, the anti-crossing
feature of the lower polariton originates from the coherent mixing of the w; CDW mode
with the cavity field and of the upper polariton results from the mixing between the w3
CDW mode and the cavity photons. In addition, the strongly dispersive properties of the
LP and UP can be explained from the larger contribution of cavity in these states. The lower
cavity fraction of the P1 and P2 results in the low dispersive behaviour of middle polaritons.
The CHO model points that the light matter hybrid state P1(P2) originates from the cavity
mediated hybridization of w; and wj(w; and w3z) CDW phonon modes. Also it can be
seen that the contribution of the cavity and phonon are closer at the resonance condition
implying that the strongest interaction is achieved when the cavity is resonant to the CDW
excitations.

Temperature Evolution of the Multi-Polaritonic States

The first order insulator metal transition in the 1T-TaS; CDW material is accompanied
by the screening of the low frequency CDW phonon modes by the free charges in the metallic
state. In order to understand how the thermal evolution of the CDW phonon modes are
mapped on to the multi-mode polaritons in the insulating phase of 1T-TaS, the response of
the coupled C-CDW phonons has been studied across the phase transition temperature.
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Fig. 5.13 Temperature Evolution of the Multi-Polaritonic States in 1T-TaS; a) Time domain
profile and b) the corresponding transmission spectra of the hybrid system across the CCDW-
NCCDW phase transition temperature at a fixed cavity frequency.

Figure 5.13a and Figure 5.13b shows the temperature dependence of the terahertz
traces and the transmission spectra of the 1T-TaS, embedded inside a cavity with resonant
frequency, w. = 2.1 THz. The thermal evolution of the terahertz response from the cou-
pled system has been tracked by heating the sample from the insulating CCDW phase to
NCCDW phase. At low temperature, the transmission spectra exhibits the splitting in to
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four polaritons due to the strong coupling between the cavity fundamental mode and CDW
phonons in the insulating phase. As we approach the phase transition by increasing the
temperature of the sample the Rabi splitting closes and polaritonic features vanishes in the

metallic phase. This can be associated to the suppression of polaritons due to the screening
of the CDW phonons by the free carriers.

The time domain traces of the transmitted terahertz field shown Figure 5.13b also
displays the closing of the polariton resonances across the phase transition temperature.
The multiple Rabi oscillations are stretched and the modulations in the decaying field has
been reduced by increasing the temperature towards the critical temperature (T, = 215 K).
The screening of the CDW phonon modes in metallic state results in the evolution of the

transmitted terahertz waves into a field exhibiting single exponential decay as that of a bare
cavity.
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Fig. 5.14 Signatures of Weak Coupling across metal-to-insulator transition in 1T-Ta$S, a)
Transmission spectra and b) time domain terahertz field of 1T-TaS, measures inside a cavity
resonant to the CDW phonons(w.= 2.1 THz) measured in the high temperature metallic
phase (T= 280 K) and in the proximity of the heating critical temperature (T = 215 K). The
presented fields have been normalized by their respective maximum in order to highlight
their different temporal dynamics. c) Estimated quality factor(Q¢qctor) in proximity of the
critical temperature (215 K) as a function of the cavity frequency (left axis). A decrease of
the quality factor of the coupled cavity is measured across the spectral region of the C-CDW

phonons, as shown by the optical conductivity o1 measured at 80 K in the C-CDW state
(light blue, right axis).

In addition, the screening of the CDW phonon modes in the proximity of the phase
transition temperature is mapped differently in the polaritonic states of 1T-TaS,. The
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linewidth of the polaritons have become significantly broader closer to the phase transition
and the upper and lower polaritons are strongly modified compared to the middle polaritons.
It is also noteworthy that the cavity peak has broadened at the phase transition temperature
(Te =215 K) compared to higher temperatures suggesting an increase in the cavity dissipation
closer to T¢. In order to highlight this, transmission spectra and the time domain traces of
the coupled cavity with fundamental mode on resonance with the CDW modes (w. = 2.1
THz) at T=215 K and T= 280 K are plotted in Figure 5.14a and b respectively. The broadening
of the coupled cavity at the phase transition is evident from the comparison of resonance
peaks at T= 215 K and T= 280 K (metallic phase) in the transmission spectra. Also, the time
domain terahertz fields (Figure 5.14b) at T= 215 K shows a faster decay with respect to
the terahertz field of the 1T-TaS, in the metallic phase, indicating a depletion in the cavity
photon lifetime. The enhancement in the dissipation reveals that the cavity exhibits the
characteristic of the weak coupling regime at T.[242, 243, 15].

The estimated quality factor of the coupled cavity in proximity of critical temperature
is plotted in Figure 5.14c as a function of cavity frequency, to provide an insight in to the
cavity dissipations[244]. The quality factor exhibits a drop when the cavity resonance is
swept across the CDW phonon modes in the CCDW phase (see the plot of the 80 K optical
conductivity (o1) superimposed in blue in Figure 5.14c) indicating an enhancement in the
cavity dissipation at critical temperature (T ~ 215 K). This can be associated to the Purcell
effect which has been attributed as an outcome of the weak coupling regime in atomic and
molecular systems|[6, 7, 245, 246]. Hence, we can conclude that the free charge screening
results in an increase of the dissipative rates of the cavity photons when the energy is
comparable to that of CDW excitations, consistent with a transition to a vibrational weak
coupling regime.

The signatures of weak coupling regime at the phase transition temperature can be also
utilized to reason about dispersion of polaritons closer to Tc. The increase in the dissipation
rate of the cavity at the phase transition would reduce the coupling between the cavity mode
and the CDW excitations, and hence the Rabi splitting. Using CHO model, we discovered
that the cavity components in the lower and upper polaritons are much stronger than the
middle polaritons. So, the changes in the dissipations of the cavity will be more evident
in the response of the upper and lower polaritons. Therefore, strong dispersion of lower
and upper polariton frequencies at the phase transition can be linked to the increase in the
dissipative rates of the cavity due to the coupling with the free charges.
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5.4 Conclusions

In the first section of the chapter, we have investigated the vibrational strong coupling
regime in a CuGeO3; material by embedding in to a cavity resoanant to the vibrational
phonon mode at 1.45 THz. We have reported Rabi splitting in to the light matter hybrid
states called Polaritons and the anti-crossing phenomena from the direct measurement of the
polariton dispersion curves, pointing out that the that the system is in the strong coupling
regime. The thermal evolution of the polaritons has been studied in order to understand the
influence of phonon lifetime in the light matter coupling. We detected slight increase in the
Rabi splitting between the polaritonic branches at higher temperature due to the change in
the phonon linewidth.

In the second part, the multimode vibrational strong coupling has been reported in the
insulating phase of the CDW material 1T-TaS; as a result of hybridization of CDW phonon
modes with the fundamental mode of the cavity. The strong coupling between the cavity
mode and the three CDW phonon modes results in the formation of four hybrid polaritonic
states. The dispersion of the polaritons have been analyzed using the CHO model to obtain
the optical and phononic character of each of the polaritons. The dispersion of polaritonic
states across the insulator metal revealed the closing of Rabi splitting in the metallic phase
and weak coupling features have been observed at the phase transition resulting in the
enhancement of cavity dissipation.
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CAVITY-MEDIATED THERMAL CONTROL OF
METAL-TO-INSULATOR TRANSITION IN
1T-Ta$S,

6.1 Motivation

Over the last century, the control of solid state systems using strong light has been
thoroughly investigated unveiling the microscopic mechanisms such as nonlinear phonon
interaction[247-249], displacive excitation of coherent phonon[250], and Floquet engineering
[251, 252]. Recent advances in the state-of-art laser techniques have made the illumination
by ultrashort light pulses a promising route for studying and controlling the macroscopic
properties of the quantum materials providing attractive physical phenomena beyond the
steady-state of materials. The experimental frameworks in this direction have reported en-
hanced superconductivity in cuprate[253], alkali-doped Cgp[254], and molecular solids[255],
light induced ferroelectric transition of quantum paraelectric SrTiO3[132, 133], light in-
duced topological phase transition in layered WTe; and ZrTes[256, 257] and light controlled
magnetism in piezo-magnetic material[258] and transition metal-dichalcogenides[259]. In
addition, the hidden phases that are rarely accessible on equilibrium phase diagrams have
been also revealed by driving the system using optical pulses, such as the meta-stable
metallic state of 1T-TaS,[260] and Bose-Einstein condensation in TapNiSe5[261].

A new approach towards altering the material properties has opened recently by
replacing the classical laser field with quantum mechanical photon modes in a cavity[262].
This approach makes the strong coupling between matter and light possible even without
the presence of photon, i.e. through vacuum fluctuations inside an optical cavity. Various
theoretical frameworks have been proposed in the direction of controlling the ground state
properties of the materials by cavity quantum electrodynamics. This includes the control of
magnetic phases in correlated magnetic systems[263-265], formation of exciton polaritons
in two dimensional materials[36], cavity enhanced electron phonon coupling[31], cavity
induced ferroelectricity in SrTiO3 [37, 38] and cavity enhanced superconductivity[266, 29].
The past decade has been witness to great advances in experimental cavity QED as well
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apart from these theoretical models such as cavity enhanced ferromagnetism[45], cavity
enhanced superconductivity[44] and cavity control of quantum Hall effect in 2D electron
gases[43].

In this chapter, we are demonstrating out efforts to control metal insulator phase transi-
tion in a charge density wave(CDW) material 1T-TaS; by means of cavity electrodynamics.
Reversible control of metal to insulator phase transition has been feasible by embedding
1T-TaS; in a tunable cryogenic terahertz cavity[27]. The experimental results reveals that
the effective critical temperature of the CDW transition can be controlled by changing the
resonant frequency of the cavity and the alignment of the cavity mirrors which is triggered
by a change in the sample temperature in a Purcell-like scenario[5]. We have put forward
two plausible scenarios to explain the dependence of the effective critical temperature on the
cavity environment. First one has been based on the renormalization of the free energies of
the metallic phase and the dielectric phase for different cavity lengths. The second scenario
explores the possibility that the cavity reshapes the exchange of energy between the material
and the thermal reservoir of photons in which the material is immersed resulting in a cavity
mediated change in the temperature of the sample. The temperature measurements reveal
that the renormalization effect is dominated by the purcell like scenario. The content of this
chapter has been published in [134].

6.2 Renormalization of the Effective Phase Transition Tem-
perature within the Cavity

We performed temperature dependent THz linear transmission (Source:PCA) of 1T-
TaS; in free space upon heating and cooling to capture the first order phase transition
between the nearly commensurate charge density wave(NC-CDW) metallic phase and the
commensurate charge density wave(C-CDW) insulating phase. The detailed explanation of
the thermodynamic phases and charge density wave(CDW) dynamics of 1T-Ta$S; is given in
section 5.3. The temperature dependent THz linear transmission of a 15 um single crystal is
given in Figure 6.1a. As noted in section 5.3, the first order insulator to metal transition in 1T-
Ta$5, is characterized by optical features such as increase of the low frequency transmission
(0.2 THz < w < 1.5 THz) and the emergence of IR-active optical phonons at 1.58 THz,
2.02 THz, and 2.35 THz which are allowed by the symmetry of the fully commensurate
charge density wave below the critical temperature . The CDW phonons are suppressed in
NC-CDW metallic phase due to the screening by the free carriers. Since the low frequency
transmission( 0.2 THz < w < 1.5 THz) can be directly linked to the metallicity of the system
the integrated transmission at this frequency range(Figure 6.1b) can be used as a marker to
track the charge order dynamics in 1T-TaS; and hence the metal-to-insulator phase transition.

The integrated low frequency transmission obtained upon cooling and heating the
sample in freespace shown in Figure 6.1b marks the hysterisis associated to the first order
phase transition. The phase transition in free space upon heating and cooling occurs at 181
Kand at 143 K respectively. The effective phase transition temperature was estimated from
the maximum of the derivative of the interpolated metallic temperature response[134]. The
smooth transition observed could be ascribed to the presence of intrinsic inhomogeneities
and strain in the system which smear out the first order transition[134]. The difference
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Fig. 6.1 THz linear spectroscopy of 1T-TaS; metal-to-insulator transition measured in free
space. a) Temperature depenedent THz linear transmission spectra of 1T-TaS; in free space
across metal-to-insulator transition (temperature scans performed by cooling (upper panel)
and heating (lower panel)). In order to highlight the phase transition each spectrum has
been subtracted from the spectra of 280 K b) Temperature dependence of the integrated low
frequency transmission ( 0.2 THz < w < 1.5 THz), marking the metal-to-insulator transition
and its hysteresis. The temperature scale indicates the readout of the thermocouple in
thermal contact with the cryostat cold finger. In the insets the time domain THz fields
are shown for the metallic and the insulating phases, together with the illustration of the
in-plane lattice modulations characteristic of the insulating C-CDW phase and of the metallic
NC-CDW phase. [134]

(35 K) in the estimated critical temperature with respect to the literature value[238] can be
attributed to the mismatch between the sample(Ts) and the cold finger temperature(Tcr)
due to the high thermal dissipation of the silicon nitride membranessubsection 4.1.4. Hence,
in this chapter, we will refer to the critical temperatures detected through THz spectroscopy
as effective critical temperatures (TE'T).

Cavity driven changes in the metal-to insulator transition has been studied by embed-
ding the 1T-TaS; at the center of a sub-THz cavity of resonant frequency 11.5 GHz and
quality factor, Q~4.

The comparison between the temperature dependent terahertz linear transmission
inside the cavity (11.5 GHz) and the freespace is given in Figure 6.2. The Figure 6.2 shows
that the effective critical temperature(T¢ ) is shifted to 136 K and 109 K respectively upon
heating and cooling the sample inside the 11.5 GHz cavity. The comparison with the
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Fig. 6.2 Cavity-driven renormalization of the effective critical temperature of the metal-
to-insulator phase transition. Temperature dependent THz transmission upon a) cooling
b) and heating for a sample held in free space (left) and one placed in the middle of the
11.5 GHz cavity (right). c) Comparison between the hysteresis in free space and within the
11.5 GHz cavity plotted as the integrated cavity transmission in the range 0.2 THz < w <
1.5 THz. The free-space data have been arbitrarily translated along the horizontal axis to
overlap with the cavity integrated transmission. A possible cavity-driven renormalization
of the effective critical temperature of 44 K (33 K) towards lower temperatures is measured
upon heating (cooling) the sample. This results in a cavity-mediated shrinking of the phase
transition hysteresis of 11 K. [134]

freespace indicates that the cavity mediated renormalization of the effective phase transition
temperature differs in the heating cycle(44 K) and cooling cycle(33 K) resulting in the
shrinking of the hysterisis inside the cavity.

6.2.1 Dependence of T¢'" on Cavity Alignment

The renormalization of the effective phase transition temperature inside the cavity has
been further investigated by changing the alignment of the cavity mirrors. This allows direct
mapping of the cavity mediated effects on the effective phase transition temperature, as the
cavity misalignment leads to an increase in the decay rate of the cavity photons.

THz time domain traces of the 11.5 GHz cavity in the C-CDW phase for different
misalignment angles(6) are shown in Figure 6.3a. We quantify the cavity misalignment(0)
as the sum of the misalignment angles of the two cavity mirrors with respect to the parallel
mirrors configuration. The Fabry Perot reflection associated to the cavity round trip is
highlighted in the dashed box. As shown in Figure 6.3b the changes in the alignment of
the mirrors causes slight modification in the cavity fundamental frequency(Aw. ~ 0.14
GHz/deg). However, the reduction in the intensity of the cavity peak upon misalignment
reflects decrease in the photon lifetime inside the cavity and hence the quality factor. The
cavity Q factor as a function of the misalignment angle is shown in Figure 6.3c. The
estimation has been performed by approximating the exponential decay with a linear fit.

The temperature dependence of the integrated low frequency( 0.2 THz < w < 1.5 THz)
terahertz transmission at different misalignment of the cavity mirrors is shown in Figure 6.4a.
The data reveals that renormalization in the effective phase transition temperature reduces
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Fig. 6.3 Variation of the cavity quality factor as a function of the total misalignment angle
of the mirrors. a) THz time domain fields passing through the sample within the cavity
for different misalignment angles 6. In the dashed box we highlight the THz reflection
associated to the cavity round trip. b) Relative shift of the cavity frequency as a function of
the misalignment angle obtained from the THz fields shown in a and corresponding linear
fit. c) Estimated cavity quality factor as a function of the misalignment angle. The Q factor
has been estimated by approximating the exponential decay of the cavity field with a linear
fit. [134]

from the misalignment of the mirrors. It can be seen that, the effective critical temperature
move towards the free space value upon increasing the misalignment. The evolution of
the critical temperature upon cooling(blue) and heating(red) is plotted in Figure 6.4b as
a function of the misalignment angle. In addition to this, Figure 6.4c demonstrates that
the hysterisis of the phase transition tends towards the free space hysterisis value when
the mirrors are highly misaligned. These observations indicate that renormalization of the
critical temperature is associated to cavity environment.

In addition, the shift in the effective phase transition temperature upon cavity mis-
alignment open the possibility to switch between the metallic and the dielectric state by
changing the cavity alignment. This has been demonstrated by the time domain terahertz
fields in the insets of Figure 6.4a. The temperature of the cold finger has been set at Tcr=
154 K and by changing the geometry from misaligned to aligned configuration a transition
from insulating to metallic state has been observed at 0=2.9°. This can be tracked from the
vanishing of the CDW phonons (oscillations in the THz time domain) upon tuning 6.
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Fig. 6.4 Dependence of the effective critical temperature on the cavity alignment. a)
Dependence of the metal-to-insulator phase transition as a function of the cavity alignment
for the 11.5 GHz cavity. The hysteretic sweeping curves are plotted for each misalignment
angle 0 as the integrated low frequency transmission (0.2 THz < w < 1.5 THz). b) Estimation
of the effective critical temperature as a function of the cavity alignment. Top panel: effective
critical temperature upon heating (red) and cooling (blue) the sample as a function of
the misalignment angle of the cavity. The shaded horizontal lines indicate the free-space
reference. Bottom panel: corresponding hysteresis. The black shaded line marks the
hysteresis measured in the free space material. [134]
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Fig. 6.5 Temperature hysteretic curves as a function of the cavity frequency. Low frequency
THz transmission (0.2 THz < w < 1.5 THz) as a function of the cavity frequency measured
upon a) heating and b) cooling the sample. [134]
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Fig. 6.6 Cavity-driven renormalization of the effective critical temperature as a function
of the cavity resonance. a) Dependence of the effective critical temperature on the cavity
fundamental frequency for the heating and cooling temperature scans. The zero-frequency
point represents the free space critical temperature, while the red (blue) dashed line the
literature critical temperature [238] for the heating (cooling) temperature scan. The error bar
associated to each temperature is the standard deviation of the effective critical temperatures
estimated for three consecutive scans. [134]

The influence of the cavity on the effective phase transition temperature can be further
verified by changing another aspect of cavity geometry, the fundamental frequency of the
cavity. This has been done by tracking the metal-to-insulator phase transition in cavities with
resonant frequencies ranging from 11.5 GHz to 570 GHz. The maximum cavity frequency
employed here are chosen much below the frequency of the lowest IR-active mode of the
C-CDW phase (1.58 THz) in order to disentangle the effects due to the coupling to the
IR-active optical phonons.

Figure 6.5a and b shows the temperature dependence of integrated low frequency trans-
mission for cavities with different frequencies upon heating and cooling respectively. It can
be seen that the hysteretic curves are shifting towards higher temperatures by reducing the
distance between the mirrors and remains the same for cavity frequencies above 200 GHz.
The effective critical temperature estimated from the temperature scans in Figure 6.5 is plot-
ted in Figure 6.6a as a function of cavity frequency. The effective critical temperature(T¢'T)
inside the cavity shows a non-monotonic trend with respect to the free-space condition,
pointing towards a cavity mediated effect. The findings indicate that the long wavelength
cavities (up to ~ 25 GHz) effectively stabilize the nearly-commensurate metallic phase,
whereas the higher energy cavities stabilizes the insulating C-CDW phase with respect to
the material in free space (represented in Figure 6.6a as the zero-frequency point). However,
by tuning the cavity across the frequency range in Figure 6.6a we obtained a shift of ~
75 K in the effective critical temperature(T¢f). Thus the modification in effective critical
temperature (75 K) that is higher than the free space hysterisis(38 K) unveils the possibility
for reversible cavity control of metal-to-insulator phase transition in 1T-TaS;.

The reversible control of phase transition in 1T-TaS; by tuning the fundamental mode
of the cavity is depicted in Figure 6.7a. The temperature of the cold finger has been fixed at
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Fig. 6.7 Reversible cavity control of the metal-to-insulator transition at fixed tempera-
ture (150 K) upon tuning the fundamental mode. a) The hysteresis as a function of the
cavity fundamental mode is plotted as the evolution of the integrated low frequency THz
transmission (0.2 THz < w < 1.5 THz). The insets show the evolution of the time domain
THz fields exiting the cavity for different values of the cavity frequency ranging from 50.0
GHz to 11.5 GHz (opening cavity case) and from 11.5 GHz to 50.0 GHz (closing cavity case),
demonstrating the reversible switching between the two phases. [134]

Tcr =150 K in order to be in the free space hysteritic curve of the sample. As we mentioned
before, the metal-to insulator switch can be tracked from the screening of the CDW phonons
in the time domain terahertz field(insets of Figure 6.7a). The evolution of the IR active
phonon modes upon closing the cavity reveals a transition from metallic to insulating phase
at a cavity frequency of ~ 25.0 GHz and by increasing the cavity length the material switches
back to the metallic state at a lower cavity frequency(~ 13.6 GHz). Hence, we obtain the
hysteretic behaviour of the low frequency transmission shown in Figure 6.7a by tuning the
cavity fundamental mode.

To confirm that the renormalization in the effective phase transition temperature is
a cavity mediated effect, it is important to exclude the effects of incoherent heating from
the cavity mirrors. A crucial test in this sense will be to perform the same experiment in a
condition where the mirrors are significantly hotter than the sample. Indeed, in a simple
incoherent thermal scenario we would expect to increase the thermal load on the sample
and hence to heat it up. This would result in a decrease in the effective phase transition
temperature. Therefore, we mapped the effective phase transition temperature as a function
of cavity frequency at different mirror temperatures.

Temperature dependent THz transmission of 1T-TaS, embedded in the cavities of
frequencies, w. = 11.5, 21.2, 48.8 GHz upon heating is shown in Figure 6.8. Figure 6.8a corre-
sponds to the measurements performed with the cavity mirrors at 290 K, while Figure 6.8b
were performed in the configuration with cryo-cooled mirrors.
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Fig. 6.9 Dependence of the heating critical temperature on the cavity fundamental fre-
quency for the 290 K and cryogenic mirrors configurations. a) The effective critical tem-
perature as a function of cavity frequency measured upon heating the sample from the
dielectric phase for the cryogenic mirrors(green) and 290 K mirrors(red) configuration. [134]



Cavity-mediated Thermal Control of Metal-to-Insulator Transition in
80 1T-Ta$S;

Figure 6.9a presents dependence of the effective critical temperature on the cavity
frequency with the cryo-cooled mirrors (Tpirr = 95 K!) and 290 K mirrors. The data points
out a rigid shift in the effective critical temperature with 290 K mirrors independent of the
cavity frequency (~ 35 K). Also, an increase in the effective critical temperature has been
observed upon increasing the cavity frequency, displaying a trend which is analogous to the
one measured with the cryogenic mirrors. This further verifies that the renormalization in
the effective critical temperature originates from the cavity electromagnetic environment.

6.3 Discussion

So far, we have confirmed that the renormalization in the effective phase transition
temperature is a cavity mediated effect as the non-monotonic behaviour and the terahertz
measurements with the 290 K mirrors cannot be justified by the incoherent radiative heat-
ing/cooling of the sample. In the Figure 6.10a, we have demonstarted the phase transition
hysterisis curves for low and high frequency cavity settings(w°"=16.7 GHz and wrtoh—
337 GHz). The figure stresses that the change in the cavity frequency results in the shrinking
of the hysterisis besides the renormalization of effective phase transition temperture. Hence,
the shift in the effective temperature depends also on the thermal cycle of the sample point-
ing towards a scenario in which the coupling to the cavity is different in the two phases of
the material. The shrinking of the hysterisis observed in our results hint towards a context
in which the insulating phase is less sensitive to the cavity electromagnetic environment
compared to the metallic state. Therefore, we would like to propose that the plausible
driving force of the apparent renormalization of the effective phase transition is the coupling
between the cavity modes and the EM-active modes of the metallic state in 1T-Ta$S,.

Figure 6.10b presents a schematic of the free energies of the metallic NC-CDW phase(F)
and of the dielectric CCDW phase(F4) as a function of the temperature in consistent with
the hysterisis curves in Figure 6.10a. The crossing temperature between the free energies
of the two phases sets the critical temperature of the metal-to-insulator phase transition
defined as the centre of the first order transition hysteresis. For simplicity, we assume the
free energy of the dielectric phase to be weakly dependent on temperature and subsequently
consider the change in the temperature dependence of the free energy of the metallic phase
to be responsible for the phase transition.

The cavity mediated effects in the metal-to-insulator transition can be explained using
two mechanisms. The first one refers to a change in the energy spectrum of the collective
sub-THz modes in the material due to the hybridization with the cavity modes. As shown
in the Figure 6.10b(black vertical arrow), the change in the cavity frequency changes the free
energy of the metallic phase with respect to the insulating one, resulting in a shift of the
transition temperature. The experimental observation would thus suggest that lowering the
cavity resonance could cause a decrease of the free energy of the metallic phase resulting in a
lower phase transition temperature. The change in the slope of its temperature dependence
can be linked to the cavity-driven shrinking of the hysteresis.[134]

1This is the lowest reachable temperature of the mirrors for the present experiment, measured when the cold
finger is at Tcr = 80 K.
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Fig. 6.10 Cavity-mediated thermodynamics of the metal-to-insulator phase transition in
1T-TaS,. a) Comparison of the phase transition hysteresis of 1T-TaS, within a low-frequency

cavity (wt°" = 16.7 GHz) and a high-frequency cavity (WM™ = 337 GHz). b) Schematic
temperature dependence of the free energy of the metallic (F,,) and the dielectric (Fq)

phase at the cavity frequencies w°" and wpton employed in a. The activation energy for

switching the phase is indicated with A. The shift of the apparent transition temperature
could be rationalized with a cavity-mediated renormalization of the free energy of the
metallic state (black vertical arrow) or with a scaling of the sample effective temperature in
analogy with the Purcell effect (blue horizontal arrow). [134]

Second mechanism is a thermodynamical framework based on the mismatch between
the temperature of the cold finger(Tcr) and actual temperature of the sample(Ts). The
emission spectrum of a sample can be altered by reshaping the electromagnetic density of
states at the sample position by a cavity. This will result in a cavity mediated change in
the temperature of the sample[267] (blue horizonal arrow in Figure 6.10b). For instance,
for the studied phase transition, the short cavities move the electromagnetic modes to
higher frequency and could effectively decouple the electromagnetic active modes from the
vacuum, similarly to the Purcell effect in atomic and molecular physics[6, 7, 245, 246, 134].

The detailed theoretical description of the above mentioned models are given in the
subsections(Taken from ref[134]).

6.3.1 Free Energy Picture

In this scenario, we resort to a Dicke-based model with a single cavity mode coupled
to a continuum absorption spectrum within the GHz spectral range, where conductivity
measurements suggest an increased dielectric response [268, 269]. Importantly, under a
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Fig. 6.11 Cavity-induced renormalization of the free energy of the metallic phase. a) Free
energy model setting. Upper panels: coplanar cavity with a thin slab of matter (thickness
d) inside a cavity of length L. Lower panels: Sketch of the cavity modes dispersion and
of the absorption solid band (green shaded region centered at wqiss). As L is increased,
modes are pulled inside and below the absorption band of the solid. The cavity fundamental
mode is indicated with w, (L). b) Dielectric loss spectrum «” (w) (Q =15 GHz, vy = 20 GHz)
employed for the calculations. The spectrum has been normalized by the static contribution
to the polarizability «(0). c¢) Renormalization of the metallic free energy AF,, as a function
of the cavity frequency for different temperatures. The cavity frequencies w are normalized
by Q =15 GHz. d) Renormalization of the metallic free energy AFy, as a function of the
temperature for different cavity frequencies above and below resonance w. = Q. [134]

harmonic approximation for the solid modes, the free energy difference AF,, between
the light-matter hybrid and the isolated systems can be understood solely in terms of the
frequency-dependent polarizability of the solid, irrespective of the microscopic nature of its
collective modes.

Let us consider a solid with given dielectric properties, characterized by the polariz-
ability o(w) which determines the response of the transverse polarization density to the
electric field, P(w) = ego(w)E(w). The polarizability o(w) is related to the relative dielectric
function e(w) as e(w) =1+ a(w). A non-zero polarizability implies that there are modes
in the solid which can hybridize with the electromagnetic field, which in turn leads to a
change of the free energy when the system is put in the cavity. In order to understand the
effect of the cavity on the free energy of the system, we evaluate the difference

AF = Frot — Fmat — Feav (6.1)

between the total free energy of the coupled system (Fit) and the free energies of the
uncoupled solid (Frnat) and of the electromagnetic field (Feav). A key observation is that as
long as the solid is approximately described by a harmonic theory, AF can be determined
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from the knowledge of the experimentally accessible dielectric function alone, independent
of microscopic details such as the precise nature of the electromagnetic activity modes. In
short, the reason is that in a harmonic theory one can exactly integrate out the modes of the
solid, so that the resulting effective action of the cavity, which then determines AF, is given
in terms of the linear response functions of matter.

We will make a further simplification in line with the present experimental setting,
and assume that the volume V,y, of the solid is small compared to the cavity volume V,
Vim/V < 1. This approximation is valid for the experimental setting since the cavities
employed have fundamental frequencies in the low THz region, while the sample thickness
is ~ 10um. With this approximation, as we will show below, for a single cavity mode with
fundamental frequency wc, the free energy renormalization AF due to the light-matter
coupling (Equation 6.1) is given by AF(w, T) = \Q—mf(wc, T), where[134]

flwe, T) = 1 dw oc”(w)wb(wC’T)wc_b(w’T)w
2 2
TT 0 (.UC_(.U

(6.2)
In the previous equation b(w, T) = (e® /T —1)~1 is the Bose function and «” (w) the
imaginary part of the solid polarizability (dielectric loss).

The total free energy change AF is a thermodynamically extensive quantity, which arises
from the coupling to a continuum of cavity modes with transverse momentum ¢ and a
discrete mode index n (Figure 6.11a). For simplicity, instead of summing Equation 6.2 over
all cavity modes w. = wq,n, we will first analyze the single mode result (Equation 6.2)
for the lowest cavity frequency (w. = 5¢, with L the cavity length) to understand the
qualitative functional dependence of AF on the temperature and on the cavity parameters.
In order to estimate the order of magnitude of the total effect of all modes, the result will
then be multiplied with a phase space factor that counts the number of modes Nq4. that
are affected by the cavity.

To analyze the free energy renormalization (Equation 6.2), we assume that the solid
polarizability «(w) gives rise to a broad continuum absorption band that can be fitted by
the response of a strongly damped oscillator:

QZ

) =0 s = iy

(6.3)

Here Q corresponds to the central frequency of the material’s mode, v is the linewidth,
and «(0) is the contribution of the mode to the static polarizability. The latter also measures
the total spectral weight in the absorption band and therefore serves as a phenomenological
measure of the effective coupling strength. The dielectric loss a”’(w) adopted for the
estimations is presented in Figure 6.11b. We set a central frequency Q = 15 GHz and a
frequency damping vy = 20 GHz so that no significant contribution to the solid dielectric loss
is present in the THz region (w > 0.1 THz). We show in Figure 6.11c the dependence of the
free energy renormalization of the metallic phase (Equation 6.2) as a function of the cavity
frequency w. when the latter is swept through the mode centered at (). The model indicates
that the free energy of the metallic state is lowered upon lowering the cavity frequency,
which is qualitatively consistent with the decrease of the effective critical temperature upon
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reducing the cavity frequency observed experimentally. The renormalization of the metallic
free energy is larger for larger temperatures, indicating that it is related to the thermal
population of the low energy mode. We stress that the temperature in the experiment is well
above Q. Figure 6.11d shows the free energy renormalization as a function of temperature
for different cavity frequencies w. below and above the resonance w¢ = Q. The free energy
of the metallic phase is lowered and becomes steeper when the cavity frequency is lowered
(i.e. opening the cavity). This trend is consistent with the interpretation of the experimental
observations from the terahertz measurements.

It should be stressed, however, that the absolute changes of the total free energy are
expected to be rather small. As mentioned above, the single mode result AF(w,, T) =
Vv‘“f (we, T) should be integrated over all modes or, for a simple estimate, multiplied with
a phase space factor Nyqes. If the latter is simply taken to account for all modes below a
certain cutoff weyt in a volume V, we have Ny,oges = V?\C_u:i up to constants of order one.
Hence the free energy change Nyodes X vaf (we, T) per volume Vy, is given by the amount
f(we, T) per volume A2,. The changes of f(w¢, T) upon modifying the cavity frequency
are of the order of x(0)Q. (see Figure 6.11c an d), thus corresponding to an energy density
«(0)Q/A2,,;. This value has to be compared with the condensation energy density of the
phase transition, whichis Q ~ 6 J/ mm® ~ 3.6 x 1010 eV/ um? [270]. With Q in the sub-meV
range, very large couplings «(0) would be needed, even with a cutoff At in the optical
range (which is clearly an upper bound, as optical frequencies are hardly affected by the
present cavity setting).

We therefore conclude that although the free energy renormalization in the cavity AF
follows the correct trend (lowering the free energy of the nearly commensurate phase as
the cavity is opened), it is not sufficient to explain the experimental observation. While it
will certainly be also interesting to investigate theoretical interpretations which go beyond
the harmonic theory, this puts more emphasis on the second mechanism (Purcell-like effect)
discussed in the next subsection.

6.3.2 Control of Dissipations through Cavity Electrodynamics

In this section we discuss the Purcell-like scenario mentioned before, i.e. the mechanism
in which the observed changes in the effective critical temperature could be related to
a cavity control of the dissipations, analogously to the Purcell effect. In this scenario,
the reshaping of the electromagnetic density of states at the sample position due to the
cavity electrodynamics could result in a modification of the sample’s thermal load and
subsequently of its temperature. The sample is in thermal contact with the cold finger
through the membranes, however it is also in contact with the external photon bath at Ty, =
300 K. We assume that the thermal transfer from the cold finger to the sample depends only
on the difference between Text and Tin through a cavity-independent thermal coupling
constant. Conversely, the thermal load on the sample due to the contact with the external
photon bath is mediated by the cavity through a coupling constant depending on the cavity
geometry (fundamental frequency w. and quality factor Q) and on the sample dielectric
loss within the employed cavity range. In order to qualitatively illustrate the mechanism,
we model the infrared spectrum of 1T-TaS, as a broad continuum absorption band lying in
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Fig. 6.12 Cavity control of sample dissipations. a) Schematic representation of the ther-
mal loads on the sample determined by its coupling with the cold finger through the
cavity-independent factor Kext—int and with the photon thermal bath through the cavity-
dependent factor Kpp—int (wc,Q). b) Density of states of the solid (peaked at the mode
frequency Q) and of the cavity (peaked at multiples of the fundamental mode w.). The
cavity density of states is multiplied by the Boltzmann distribution at the temperature of
the photon bath Ty, = 300 K. ¢) Dependence of the temperature ratio Tint(wc, Q)/Text as
a function of the cavity frequency for different temperatures of the cold finger Text. The
absolute temperature renormalization scales with Kyp_int (we,Q). d) Evolution of the
temperature ratio Tin¢(wc, Q)/Text upon tuning the cavity frequency for different values
of the cavity-independent coupling constant Keyt_int at a fixed cold-finger temperature
Text =80 K. The values of the cavity-independent constant Keyt_int indicated in the legend
have been normalized by Ky —int (wc,Q) evaluated at we = Q. [134]

the GHz range, and exploit the Purcell-based model to extract an effective temperature of
the sample Tint (w¢,Q) depending on the cavity geometry.

In order to estimate this effect, we proceed as indicated in Figure 6.12a. The sample is in
thermal contact with the cold finger through the membranes, however it is also in thermal
contact with the external photon bath at T, = 300 K. We assume that the thermal transfer
from the cold finger to the sample depends only on the difference between the cold-finger
temperature Tex¢ and the sample effective temperature Ti,,t. Conversely, we assume that
the thermal load on the sample due to the contact with the external photon bath is mediated
by the cavity, in analogy with the Purcell effect. Under these hypotheses, we can write two
rate equations describing respectively the cavity-independent heat flow between the cold
finger and the sample:

Qextfi‘n.t = Kextfint(Text - Tint) (6'4)
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and the cavity-mediated heat transfer between the sample and the external photon
bath:

Qpr—int(we, Q) = Kpn—int(we, Q) (Tpn — Tint)- (6.5)

In the previous equations Kext—int represents the cavity-independent coupling con-
stant between the cold finger and the sample, while Ky —int(we, Q) the coupling constant
between the sample and the photon bath, which depends on the cavity geometry, i.e. on the
fundamental frequency w. and on the quality factor Q.

The coupling constant Kyt —int(wc, Q) between the sample and the photon bath
can be expressed as the joint density of states of the solid pso1i4(w) and of the cavity
Pcavity (We, Q)(w), with the latter multiplied by the Boltzmann distribution at the photon
bath temperature T,1, =300 K:

o0 w
dw pcavity(wc/ Q)(w)psolid(w)ekBTph' (66)

Kphfint(wc/ Q)= JO

Considering a continuum broad mode centered at QO = 15 GHz and with a spectral
linewidth vy = 20 GHz (as for the free energy model described in the previous section), the
solid density of states associated to the material’s excitations can be expressed through the
dielectric loss per unit frequency as:

~a’(w) Qvw
Psolid (W) = o o(0) (@2 — 022 + (yw)2 (6.7)
Conversely, the multimode cavity density of states takes the form:
_ o Ycav
pcavity(wc/ Q)(w) = Z (6.8)

=0 (w— nwc)z + (Ycav)z

where vy represents the linewidth of the bare cavity which is related to the quality
factor Q by the relation Q = w¢/vcav. The quality factor of the empty cavity is set by the
experimental conditions.

In Figure 6.12b we present a plot of the solid density of state and of the cavity density
of states multiplied by the Boltzmann distribution at the photon bath temperature T,;, = 300
K.

Under stationary conditions, the thermal flow from the cold finger to the sample
Qext-int €quals the cavity-mediated heat transfer between the sample and the photon bath
Qph-int(We, Q), that is Qext-int + Qph-int(We, Q) = 0. At equilibrium, we can subsequently
calculate an effective sample temperature Tint(we, Q), which takes the form:

Kph—int(wc/ Q)Tph + Kext-int Text

T' w 7 =
int(we, Q) Kph-int(wcf Q) + Kext-int

6.9)

The temperature ratio between the sample and the cold finger Tint(we, Q)/Text as a
function of the cavity fundamental frequency is plotted in Figure 6.12¢ for different cold-
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finger temperatures. We stress that the renormalization of the sample effective temperature
scales with the cavity-solid joint density of states K1, _int(wc, Q), and hence with the total
spectral weight within the solid absorption band «(0). A larger renormalization of the
sample’s temperature is hence expected for a larger oscillator strength of the solid’s modes.

While the density of states of the electromagnetic field can be enhanced inside the
optical cavity with respect to free space, potentially enhancing radiative transitions in
materials in resonance with the cavity, shorter cavities move the electromagnetic modes to
higher frequencies and could effectively decouple the optically active material’s modes from
the external field, analogously to the Purcell effect.

We note that, upon increasing the cavity frequency, i.e. by reducing the coupling of the
EM active modes from the cavity fundamental mode, the model predicts a decrease of the
temperature ratio Tin¢(we, Q)/Text resulting in a decrease of the effective temperature of
the sample. This trend is qualitatively consistent with what observed experimentally with
THz spectroscopy (Fig 4A), i.e. an increase of the effective critical temperature (T¢¢) upon
increasing the cavity frequency.

Moreover, upon lowering the cavity frequency, the coupling between the active optical
transitions in the material and light can be enhanced within a frequency range, and the
cavity may effectively enhance the absorption of the external blackbody radiation from the
sample [6], heating up the sample with respect to free space conditions. Our measurements
indicate that the cavity frequency range explored in the experiments is at higher frequencies
with respect to the relevant absorption modes in the solid.

As highlighted in Figure 6.12c¢, the cavity-mediated modification of the sample-photon
bath dissipations is more efficient at lower cold-finger temperatures, i.e. when the difference
between the temperature of the photon thermal bath (T,1,) and Tex+ is larger. Since the phase
transition upon cooling 1T-TaS, occurs at a lower temperature with respect to the phase
transition upon heating it, we expect the Purcell-like effect to be more efficient in shifting
the apparent cooling critical temperature with respect to the heating one. This prediction
could justify the effective shrinking of the hysteresis observed by sweeping the cavity mode
from lower towards higher frequencies.

In Figure 6.12d, we prove that the trend presented in Figure 6.12c is qualitatively
independent on the thermal coupling constant between the sample and the cold finger
Kext—int. A change in Keyx¢—int in the employed cavity frequency range acts only as
a scaling factor of the cavity frequency trend. The results shown in Figure 6.12d has
been calculated for a representative cold-finger temperature Text = 80 K. Lastly, we point
out that the renormalization of the sample effective temperature induced by the cavity
is more efficient when the thermal coupling between the sample and the cold finger is
smaller. At very high thermal couplings Keyxt—int We expect indeed the contribution to
the sample’s temperature of the cavity-dependent interaction with the photon bath, and
hence the renormalization of Tin ¢, to be negligible. Further studies are needed to provide a
quantitative estimate of the cavity dependent total radiative heat load experienced by the
sample in the optical cavity. An increased sensitivity in this respect could be provided by
cavity design featuring a better thermal isolation between the sample and the cold finger.
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6.4 Temperature Measurements of the Sample within the

Cavity

In order to understand if the effects are associated to free energy renormalization
or cavity-mediated heating (cooling) of the sample, we conducted an independent mea-
surement campaign to simultaneously measure sample temperature(Ti,+) and cold finger
temperature(Text) under different cavity configurations. The sample temperature was
measured using a micrometric Cr-Al junction.subsection 4.1.4.
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Fig. 6.13 Temperature measurements within the cavity. a) Difference between the tempera-
ture measured on the sample (Ti;1) and on the cold finger (Text) as a function of the sample
temperature. Temperatures have been measured upon heating the sample from the C-CDW
phase. b) Difference between the membrane’s temperature and the cold-finger temperature
when the thermocouple is held just between the two membranes. [134]

Figure 6.13a presents the temperature mismatch between the sample temperature (Ti, )
and cold finger temperature(Tex() as a function of sample temperature at different cavity
lengths and freespace. By increasing the frequency of the cavity, the sample temperature
shows a non-monotonic behaviour with respect to the freespace configuration(black). It can
be seen that the lower frequency cavities induce a coherent heating of the sample and the
coupling with higher energy cavity modes decreases the temperature of the sample with
respect to the free space conditions. Closing the cavity effectively corresponds to cooling
down the sample that is thus driven to the insulating state. The effect is reversed when,
starting from the insulating state. By tracking the Teyxt at which Ti;¢ = 210 K (nominal
critical temperature of 1T-TaS;) we revealed a non-monotonic trend as a function of the
cavity frequency(inset of Figure 6.13a) consistent with the trend of the effective critical
temperature as function of the cavity fundamental mode revealed by THz spectroscopy
(Figure 6.6).

Figure 6.13b shows the difference between the membrane temperature(Tmembrane)
and the cold finger(Tex¢) for different cavity lengths. It can be seen that the temperature
renormalization of the sample is significantly higher than the one of the membranes. In
addition to this, the anomalous non-monotonic behaviour is not observed on the membranes,
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Fig. 6.14 Temperature measurement within the cavity as a function of the mirrors’ temper-
ature. a) Differential temperature Ti,,+ — Text for a fixed cold-finger temperature (Text = 150
K) as a function of the cavity fundamental frequency. In blue the measurements performed
within the cavity with cryogenic mirrors, while in red with 290 K mirrors. In black, for
reference, the differential temperature measured within the membranes in the cryogenic
mirrors configuration. [134]

where the membrane’s temperature measured within the cavity is lower than the free space
case for all the cavity frequencies. In particular, we observe that the membrane’s temperature
measured for the larger cavity length (11.5 GHz) approaches the one of the freespace.

Tt = 80K
a) 80 . o Sample
- ° R cryo mirrors
70 hd Sample
®~ 290 K mirrors
_ 60 - Membrane
9
= ° &
850 ¢ . o
=40
30
20 @@ o B 1

0 2 4 6 8
Misalignment angle [°]

Fig. 6.15 Temperature measurements within the cavity as a function of the cavity alignment
for different mirror temperatures. a) Differential temperature Tin+ — Text as a function
of the alignment measured for the sample held within cryogenic mirrors (blue) and 290
K mirrors (red). In black, for comparison, the differential temperature measured on the
membranes. For the present measurements the cold finger has been set at Text = 80 K. [134]

Figure 6.14a shows the comparison between differential temperature between the cold
finger and the sample when the latter is held between the cryogenic mirrors and 290 K
mirrors. A cavity-independent shift of the sample’s temperature was observed with 290 K
mirrors due to the incoherent thermal load. However, the sample’s temperature shows a
trend which is crucially analogous for both 290 K mirrors and cryogenic mirrors case upon
increasing the cavity frequency. This trend is not consistent with the one measured on the
bare membranes, where a ~ 3 times smaller renormalization is observed moving the cavity
mode from 11.5 GHz to 42.8 GHz at 150 K.
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In order to further verify this effect, we performed the tests by misaligning the cavity
similar to the one of terahertz measurements. Figure 6.15a presents a comparison of the
differential temperature Tin+ — Text as function of the cavity alignment in the cryo-cooled
and in the 290 K mirrors case. We show that, despite a rigid shift due to the incoherent
thermal load introduced by the 290 K mirrors, the renormalization of the sample’s temper-
ature due to the cavity alignment is ~ 3.5 times larger than the one measured on the bare
membranes for both the configurations. This evidence further excludes that the observed
effect is related to the mirror’s incoherent heating and hints to a selective effect of the cavity
electrodynamics on the sample’s temperature.

The above mentioned evidences from the sample temperature measurements suggests
that the Purcell-based mechanism may be the dominant effect in the cavity mediated renor-
malization of phase transition temperature in 1T-TaS;. Nevertheless, it is interesting to note
that both mechanisms predict the correct dependence of the effective critical temperature on
the cavity frequency.
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6.5 Conclusions

We have studied the impact of cavity electrodynamics on the first order metal insulator
transition in a CDW material 1T-TaS,. The experiment reveals that the effective critical
temperature of the CDW phase transition can be controlled by changing the resonant
frequency of the cavity and the alignment of the cavity mirrors. The influence of the
cavity resonant frequency on the critical temperature has been studied by tuning the cavity
frequency from 11.5 GHz to 570 GHz. In the frequency range employed in the experiment,
an increase of 75 K has been reported in the effective phase transition temperature. Since
the change in effective critical temperature overcomes the free space hysteresis, a reversible
control of phase transition has been possible by tuning the fundamental mode of the cavity
at a fixed temperature. We have put forward two mechanisms to explain the dependence of
the effective critical temperature on the cavity frequency qualitatively. First one has been
based on the cavity induced renormalization of the free energies of the metallic phase. The
second scenario explores the possibility of modification in effective sample temperature due
to a Purcell-based mechanism. The evidences from the experiments performed to measure
the actual temperature of the sample along with cold finger temperature proved that the
effect is dominated by the modification of effective sample temperature possibly mediated
by cavity electrodynamics.

In summary, our approach provides a novel method to explore and manipulate the
phase transitions in complex materials. The ability to switch between conductive and insu-
lating states by simple mechanical adjustments opens up new possibilities for developing
quantum materials with customizable properties for electronic applications.
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7.1 Motivation
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Fig. 7.1 Atomic Structure of SrTiO3(STO) a) Anti-ferro distortive rotation in STO at 105 K.
b) Soft phonon mode coordinate. c)Temperature dependent THz photoconductivity of the
soft mode from ref [271]

The history of ferroelectricity dates back to 1920 when Joseph Valasek discovered
ferroelectricity in Rochelle salt[82]. It includes a wide variety of materials including Bar-
ium Titanate (BaTiO3) and lead zirconate titanate (PZT). Unlike paraelectric state, the
materials in the ferroelectric state has a non-zero intrinsic polarization arising from their
non-centrosymmetric structure that can be reversed by the application of an external electric
field[272]. The properties of ferroelectrics like high dielectric permittivity makes them a
good candidate for high density capacitors[83], for electromagnetical transduction in sensors
and actuators[273] and infrared sensors[274]. The characteristics of ferroelectrics include the
hysterisis behaviour and curie’s temperature above which the material falls in to paraelectric
state [83]. Above the phase transition temperature the dielectric permittivity falls of with
temperature obeying Curie Weiss law.
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The STO crystal belongs to perovskite family in which the materials undergo a fer-
roelectric transition at low temperatures due to the displacement of transition metal ions
from the unit cell center inducing a macroscopic polarization inside the material. While
cooling down, the dielectric function increases[275] and the infrared active TO; mode un-
dergo softening[276][271]. STO has a cubic perovskite structure at room temperature and
undergoes a structural transition to tetragonal symmetry at 105 K as shown in Figure 7.1a
due to the rotation of oxygen octahedra with respect to the cubic cell. The term "antiferrodis-
tortive" (AFD) is typically used to describe this transition since it prevents the formation
of ferroelectricity in STO [277]. Below soft mode frequency, no dispersion is observed in
the permittivity of STO crystal. This indicates that the dielectric properties of STO can be
studied and controlled through soft mode dynamics[278]. The TO; mode of STO along the
Ti-O coordinate is shown in Figure 7.1b which undergoes softening (Figure 7.1c) by lowering
temperature following the Curie-Weiss form,

Ws = /A*(T—Te) 7.1)

The ferroelectric transition happens at 36 K in STO. In the case of STO, nuclear quantum
fluctuations prevent long range FE ordering at low temperature and material goes into a
quantum paraelectric (QPE) phase [279, 280, 132]. The pathway between different phases
in STO is associated to the anharmonic soft mode with large oscillator strength at low
temperature [281]. There have been various efforts to drive the soft mode in to anharmonic
regime using intense terahertz pulses resulting in reported effects such as nonlinear coupling
with high frequency phonon modes [249] and THZz field induced ferroelectricity [132]. In
addition, the ferroelectricity has been achieved in STO through isotope substitution (160 —
180; Tc = 25 K) [118] or Ca-substitution [Sr — Ca; Curie Temperature (Tc) = 37 K] [116],
strain with ferroelectricity upto room temperature [282], [125] and by resonant excitation
with intense terahertz pulses [132].

The theoretical frameworks proposed by Latini et al. [38] and Ashida et al. [37] has
discussed the ferroelectricity of STO in a cavity environment. Latini et al. [38] investigates
the effect of coupling between quantum vacuum fluctuations and matter in collective phase
of STO and the resulting stabilization of ferroelectric ground state. Atomistic calculations
shows that the off-resonant dressing of the lattice of STO with cavity photons suppresses
nuclear quantum fluctuations, effectively leading to the enhancement of the effective mass
of ions and a transition to ferroelectricity providing a revised phase diagram of SrTiO3;
inside the optical cavity. Ashida et al. [37] emphasizes on controlling many-body states of
matter using quantum light without external pumping. The paper focuses on modifying
the electromagnetic environment’s quantum fluctuations in order to change the physical
properties of materials. It explores the dipolar quantum many-body system embedded
within a cavity and develops a theoretical model based on quantum light-matter interaction
to control its equilibrium state.

In this chapter, we present a possible enhancement of the non-linear terahertz response
of paraelectric SrTiO3 bulk crystal when embedded within a Fabry-Perot optical cavity. We
have performed THz field dependent study at different temperatures on a 100 um thick
SrTiO5 (100) crystal with dimensions 10 mm X 10 mm embedded inside an optical cavity.
The measurements have been performed using high intense terahertz pulses generated from
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a LiNbOj crystal. Our transmission results inside the cavity exhibit a THz field dependence
resembling the nonlinear response reported in Katayama et al. [281] at much lower electric
field strengths.

7.2 Terahertz Response of Bulk SrTiOs;

7.2.1 Temperature Evolution of Soft Mode

We performed time-domain THz spectroscopy to understand the temperature depen-

dent soft mode dynamics of STO. We present in Figure 7.2 THz transmission of STO in free

space at different temperature capturing the softening of the TO; mode.
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Fig. 7.2 Temperature evolution of THz in Bulk SrTiO3(STO) a) Temperature dependent
transmitted pulses from Bulk STO. b) Amplitude of the complex transmittance of STO
calculated from data shown in Figure 7.2a.
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Fig. 7.3 Terahertz Characterization of Bulk SrTiO3(STO) a) Phase of the complex trans-
mittance of STO calculated from data shown in Figure 7.2a. b) Temperature dependent
refractive index extracted from the THz delay.

The temperature dependent terahertz transmission spectrum of bulk STO for different
temperatures is depicted in Figure 7.2b along with the corresponding terahertz waveform
and reference in the Figure 7.2a. The terahertz field transmitted through the bulk STO
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shows a decrease in the amplitude and an increase in the oscillation period indicating the
temperature response of the soft mode. The terahertz pulse is delayed by 7.9 ps at room
temperature and further delayed by 5.83 ps with respect to the reference waveform by
cooling down from room temperature to 136 K. This corresponds to an estimated change in
the refractive index of approximately 16.5. The refractive index estimated from the delay of
terahertz pulse is plotted in Figure 7.3b which is in good agreement with the refractive index
extracted from the temperature dependent THz- TDS measurements shown in Figure 7.4c.
The complex THz transmittance of the STO in the frequency domain has been calculated
as T(w) = E(w)sto/E(w)res. The amplitude and phase of the terahertz transmittance
is shown in Figure 7.2b and Figure 7.3a. The loss in the terahertz transmission spectra
results from the high dielectric permittivity at low temperatures. The room temperature
transmission drops to zero at 1.25 THz due to the presence of soft mode with large oscillator
strength. However, this value doesn’t correspond to the frequency of the soft mode. Due
to the limitations arising from the incident terahertz spectral content above 1.5 THz and
high dielectric strength of the soft mode the response of the TO; mode is observed as an
absorption edge in the transmission spectra. This feature has been observed to be shifting to
lower frequency which can be associated with the softening of TO; mode.

7.2.2 Estimation of Optical Constants
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Fig. 7.4 Optical constants of Bulk STO a) Frequency dependent refractive index.b) Real
part of the dielectric response function for the STO. c) Static dielectric constant(black) and
refractive index(red) as a function of temperature (extracted from complex transmittance).
d) Imaginary part of the dielectric response function for the STO.

The transfer function based on fresnel’s equation has been used to estimate the fre-
quency dependent refractive index [285] at different temperatures. Using the approximation
for thick samples, Fabry-Perot effect can be ignored by separating the echoes and using
just the first echosubsection 4.2.3. The frequency dependent refractive index in Figure 7.4a
increases at low temperature. The bump moving to lower frequency at low temperature
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Fig. 7.5 Soft mode frequency in Bulk STO a) Real part and b) Imaginary part of dielectric
function fitted with classical oscillator model[283, 284] (fits are shown as dotted plots).
¢) Temperature dependent soft mode frequency estimated from the dielectric response

function.

T (K) 136 K 168K 201K 250K 295K

wro (THz) 148 173 199 233 265
vro (THz) 018 025 033 045 058
co 1610 1130 880 670 572

Table 7.1 Parameters used for the fits of the frequency dependent dielectric response of STO

attributes to the softening of the low frequency IR active mode. The frequency-dependent
complex dielectric function of SrTiO3 is determined from the complex refractive index
through the relationship e(w) = (n + ik)2. Since there are no significant changes in refrac-
tive index and dielectric permittivity below soft mode frequency, the static refractive index
and dielectric constants are determined from the low frequency response. The temperature
dependence of these parameters is shown in Figure 7.4c. The static dielectric constant
calculated from the measurements are in good agreement with the bulk STO values from
Fedorov et al. [271] and temperature dependence follows Curie-Weiss law, g = C/(T —T¢)
with Tc = 63 K. and C= 12.2 x 10* K. Figure 7.4d shows the complex part of dielectric constant
which has a behavior that is consistent with that of a damped harmonic oscillator model
at low frequencies.[283, 286, 287]. Using this model the complex dielectric function can be

defined as[284],

2
€) — € w
(€0 — €co) g = e, +igg (7.2)

e(W) = oo+ —5——
wTO—w —WYTOW

where, € is the dielectric constant at infinity, € is the static dielectric constant, wto is

the frequency of the soft phonon mode and yT¢ is the corresponding damping constant.
The low frequency response of real and imaginary parts of dielectric constants fitted with

this model (dotted lines) is shown in Figure 7.5a and Figure 7.5b. The €, = 5.6 for bulk
STO[271] has been used for the fitting. wto, YTo and €g values for different temperatures
are shown in Table 7.1. The temperature dependent frequency of the phonon mode shown in
Figure 7.5¢ can be fitted with the Equation 7.1 with a T, = 65 Kand A = 2.98 x 10?2 s 2K 1.
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7.3 THz Response of SrTiO; inside Optical Cavity

STO has very high dielectric constant, especially at low temperatures, which signifi-
cantly influences its optical properties. The high dielectric constant leads to most of the
incident terahertz radiation to be reflected rather than transmitted or absorbed. Figure 7.6a
shows the reflectivity of the STO crystal at different temperatures obtained from the dielec-
tric function shown in Table 7.1. It can be seen that, STO’s exceptionally high reflectivity (~
0.85 to 1) within the terahertz range employed in the measurements causes it to function
similar to a mirror.
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Fig. 7.6 Reflectivity of STO Crystal obtained from the Dielectric Function. a) Frequency
dependent reflectivity of STO for different temperatures (Estimated from the data shown in
Table 7.1)

In order to understand the effect of cavity electromagnetic environement on the STO,
we embedded the sample inside an optical cavity. Due to the high transmission loss of STO,
the interference effects of the two cavities formed between the sample and the respective
mirrors will be more prominent in the terahertz response compared to the one of actual
cavity in which the sample is embedded. The sample has been placed at center of the
cavity resulting in a constructive interference of the reflections from the two cavities. So, the
resonant frequency we refer to in this chapter corresponds to the cavity between the sample
and the mirrors.

Q
=

()
~

0.5 0.06

3
o
o

ey 0.04
03

0.4 0.02

0.2

02 o1 0.00

0.0 0.0 -0.02

-0.2

Electric field (arb.units) x10~
Electric field (arb.units) x10~3

—0.04
-0.2
—03 -0.06

Electric field (arb.units) x10~3

-0.4

-2 0 2 4 6 8 10 -2 0 2 4 6 8 10 0 5.

10 15 20 25
Time (ps) Time (ps) Time (ps)

Fig. 7.7 Transmitted Terahertz Field of STO inside the Fabry Perot Cavity. Transmitted
time domain terahertz field of a) an empty cavity(w. =500 GHz) b) First mirror and STO
(T=295 K) c) STO (T=295 K) embedded at the middle of the optical cavity. The distance
between the sample and mirrors are set in order to have a resonant frequency 500 GHz(cavity
between the sample and the mirror)
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Fig. 7.8 Temperature Dependent Terahertz Response of STO embedded inside an Optical
Cavity Transmitted terahertz time domain pulses at different cavity frequencies a) For
T= 295 K b) For T= 138 K. ¢) The peak to peak amplitude of the Fabry Perot reflection of
the terahertz waveform at 295 K as a function of time delay. d) Ratio between the cavity
frequency and decay rate(estimated by fitting peak to peak amplitude by a exponentially
decaying function) as a function of fundamental mode of the cavity at different temperatures
providing a quantity closely similar to the quality factor.

Figure 7.7c depicts the time domain terahertz field transmitted from the STO inside
the cavity for resonant frequency 500 GHz at sample temperature T= 295 K. The first few
reflections of the Fabry Perot are more intense than the first transmitted pulse as they are
emerging from the interference of two cavities and the Fabry Perot reflections are sustained
for a longer duration. For comparison, we have plotted the transmitted terahertz field of
an empty cavity(Figure 7.7a) and that of first mirror and the sample(Figure 7.7b)!. The
Fabry-Perot reflections between the sample and the first mirror shows a similar decay as
that of an empty cavity. Therefore, when STO is embedded in the middle of a cavity the
interference of the two exponentially decaying fields from the two cavities should result in
a field with same decay function, only its intensity will vary based on the amplitudes and
phases of the individual fields. Hence, longer lifetime of the terahertz field in Figure 7.7c
cannot be simply explained by the interference effects of the two cavities. However, the
longer decay time of the terahertz electric field emitted from an STO placed inside the cavity
can be possibly related to the spatial redistribution of density of states inside the cavity. The
highly reflective surfaces of STO shape two cavities, one on each side of the sample. Similar
to the way in which local density of states are reduced on the surface of a highly reflective
cavity mirror, local density of states will be strongly suppressed at the sample position due
to the developed cavities on both sides of the sample[288]. This would result in an average
reduction in the emission and hence longer decay time.

Figure 7.8a and Figure 7.8b depicts the time domain terahertz field transmitted from the
system at different resonant frequencies for sample temperature 295 K and 138 K respectively.

Second mirror of the cavity is removed to disentangle the interference effects of two cavities.
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The transmitted terahertz field is decaying faster at lower temperature and at high frequency
cavities. The peak to peak amplitude of the terahertz field(T=295 K) at different cavity
frequency is shown in Figure 7.8c as a function of delay which clearly demonstrates the
faster decay of the cavity field at higher frequencies. We couldn’t map the complete decay
of the field due to the reflections emerging from the experimental setup after 25 ps. Due
to this limitation the decay rate of the field has been estimated for each cavity frequency
by fitting the THz peak to peak amplitude with an exponentially decaying function. The
Figure 7.8d depicts the ratio between the cavity frequency and decay rate as a function
of fundamental mode of the cavity at different temperatures providing a quantity closely
similar to the quality factor. The data implies that cavity field dissipates faster in high
frequency cavities. The increase in the dissipation of the cavity field at higher frequencies
can be possibly mapped to the coupling between the cavity field and soft phonon mode.
Therefore, at lower temperatures the decay rate is enhanced due to the softening of the
phonon mode.

7.4 Nonlinear Terahertz Spectroscopy of StrTiO; in Optical

Cavities

The anharmonicity of the soft mode in STO has been exploited for nonlinear coupling
with high frequency phonon modes[249] and terahertz field induced ferroelectricity[132].
As an effort to attain the anharmonic regime of the soft mode the nonlinear responses of
the soft mode inside the cavity has been studied by tracking a terahertz field dependent
responses of the sample.

7.4.1 Intensity Dependence of Bulk STO
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Fig. 7.9 Terahertz field dependence of Bulk STO at T= 138 K a) Terahertz waveform and b)
Amplitude of the FFT of the transmitted terahertz field from STO (T=138 K) at different A8
of the polarizers (Normalized with cos?(A0) is shown in the inset. A@ refers to the rotation
of the axis of the first polarizer with respect to the second one).

The response of the bulk STO towards THz electric field was studied by altering the
incoming terahertz intensity as an effort to control and probe the anharmonicity of IR-active
soft phonon mode. The experiments were performed by attenuating the terahertz amplitude
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Fig. 7.10 Nonlinear THz studies of Bulk STO. a) THz waveforms at different electric field
strengths (normalized with the THz peak of the reference). Reference (Top), STO at T=295
Kand STO at T= 201 K (Middle), STO at T= 138K (Bottom). b) Corresponding Transmission
spectrum of the THz fields at different temperatures.

on the sample with a pair of wire grid polarizers. The THz beam was almost normal to the
sample surface and set to vertical polarization throughout the experiment. Another pair
of wire grid polarizers were placed after the sample to eliminate the nonlinearity on the
detection crystal. The detailed description on elimination of nonlinearities from the detection
crystal is shown in section 4.3. The incident terahertz electric fields on the sample (before
the attenuation at the detection crystal) at different intensities are shown in Figure 4.14a.
The peak terahertz field on the sample is 5.3 kV/cm when the axes of two polarizers are
aligned parallel(section 4.3).

The transmitted terahertz field from a bare STO crystal at 138 K in the time and fre-
quency domain for different angles of the first polarizer is shown in Figure 7.9a and Fig-
ure 7.9b. The A8 mentioned in the labels are the rotation of the axis of first polariser with
respect to the second polarizer. In the inset of Figure 7.9a and Figure 7.9b the terahertz pulses
and the amplitude of FFT are normalized with the factor cos2(0) according the Malus’s law
of polarization. Even at lower temperature the transmitted terahertz pulses overlaps which
denotes that there are no nonlinearities associated to the sample or the detection crystal in
this experimental configuration.

The response of the bulk STO sample towards different terahertz electric field (Eg=
5.3 kV/cm) is illustrated in Figure 7.10a and Figure 7.10b for sample temperature T=295
K, T=201 K and T= 138 K. The terahertz waveforms at different temperature are shifted
horizonatally by the delay of the sample at respective temperatures. The transmitted THz
waveform (Figure 7.10a) from STO at room temperature (295 K) and low temperatures (201
K and 138 K) is normalized with the quantities used to rescale the respective reference
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amplitudes on the top. Figure Figure 7.10b shows the transmission spectra calculated from
the frequency domain of the THz pulses in Figure Figure 7.10a. For all the three temperature
settings transmission from STO shows very little change with an increase in the incident
terahertz field. Hence, these observations indicate that the nonlinear regime of the soft
mode in STO cannot be attained in the freespace with the terahertz field employed in the
experiment.

7.4.2 Evolution of Nonlinearity inside Optical Cavity
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Fig. 7.11 Nonlinear responses of STO inside the cavity (w = 300 GHz). a) THz waveforms
transmitted from the cavity at different electric field strengths. The terahertz waves from
the sample inside the cavity is normalized with the respective THz pulses from an empty
cavity(top) with w.=200 GHz. Empty cavity (Top), STO in 300 GHz cavity at T= 295 K
and T= 201 K (Middle), STO in 300 GHz cavity at T= 138K (Bottom). b) Corresponding
Transmission spectrum of the THz fields at different temperatures T= 295 K, ¢)T= 201 K and
d)T= 138 K. The colour shaded area corresponds to the respective harmonics(m=1(blue),
m=2(orange) and m=3(green)) (Plots inside the rectangle are shown in the inset).

In order to study the influence of electromagnetic environment on the nonlinear soft
phonon mode, STO was embedded at the center of an optical cavity with quality factor Q
~ 4.9 and the terahertz field on the sample has been controlled using a pair of wire grid
polarizers. The pair of wiregrid polarizers before the detection crystal has been removed for
the measurements inside the cavity in order to ensure good signal to noise ratio. This has
been possible because the transmitted terahertz field from the bare cavity is already in the
linear regime of the detection crystal. The details about the cavity characterization and the
nonlinearities of the setup are given in section 4.3.

The Figure 7.11a shows the field dependence of transmitted terahertz field of an empty
cavity (200 GHz) (top) and STO inside the cavity (300 GHz) at three different temperatures,
T=295K, 201 K and 138 K (top to bottom). The reference fields from the empty cavity at
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Fig. 7.12 Evolution of non linearity in STO inside the cavity (w = 300 GHz) a) Integral of
transmission in Figure 7.11 at different harmonics of the cavity as a function of THz intensity.
The integral is calculated for the areas that are shaded with the corresponding legends.
(Temperature of the sample=138 K). The transmission at each frequency is normalized by
the integral of lowest electric field. b) Integral of transmission(normalized by the integral
of lowest electric field) at higher harmonic(m=3) plotted as a function of THz intensity at
different temperatures.

different intensities are normalized using Malus’s law. From the figure, it is clear that the
terahertz electric field doesn’t have any influence on the empty cavity. As we mentioned
before, STO is highly reflective in the terahertz range which results in the formation of a
double cavity when the sample is placed in the middle of a cavity. The multiple reflections
in the terahertz waveforms (cavity+sample) shown in Figure 7.11a emerges from the in-
terference of two cavities of resonant frequency 300 GHz. This makes the intensity of the
Fabry Perot reflections higher than the first pulse transmitted. So the resonant frequency
we refer to correspond to the frequency of the cavity between sample and the mirrors. The
transmitted terahertz pulses from the STO inside the cavity at different intensities have been
normalized with respect to the corresponding reference amplitudes from an empty cavity at
temperatures T=295 K, T=201 K and T=138 K. Contrary to measurements done in free space,
the transmitted terahertz pulses doesn’t overlap and shows a significant intensity depen-
dence inside the cavity. In addition, this nonlinear response is higher at low temperatures.
The terahertz waveform at low temperature shows clear changes in the intensity and shape
of the terahertz pulse indicating the temperature dependence of the nonlinearity.

The nonlinear responses can be observed also in the amplitude of the transmittance
shown in Figure 7.11b, c and d(295 K, 201 K and 138 K respectively) which are calculated
from THz waveforms in Figure 7.11a. The peaks in the terahertz transmission corresponds
to the fundamental and higher harmonic frequencies of the cavity between sample and the
mirror. The area under each harmonics (m= 1, 2, and 3) is shaded with different colours(blue,
orange and green). The results reveal that at lower THz amplitude the transmission is
higher compared to the one at higher amplitudes. Moreover, the effect appears to be more
pronounced at higher frequencies closer to the soft phonon mode. This can be observed
in the insets of Figure 7.11b, ¢ and d(the part inside the dashed box). The phenomenon is
more evident at lower temperatures with more evident influence also at second and third
harmonics of the spectrum.

For better understanding, the integral of terahertz transmission for each harmonics
is plotted as a function of terahertz intensities in Figure 7.12a. The integral is calculated
for the areas that are shaded with the corresponding legends. The integrated transmission
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is normalized with respect to the one of lowest electric field for each harmonics. The
sample transmission at different THz electric fields shows a response similar to nonlinear
absorption and this feature is enhanced at higher frequencies(m=3). To ensure that the
observed frequency dependence does not originate from the cavity in which sample is
embedded we tracked the integral of the transmitted terahertz field from an empty cavity
across various frequency ranges(Figure A.1).

Figure 7.12b displays the dependence of this nonlinear response of the third har-
monic(m=3) on the temperature of the sample. The data reveals that the nonlinearity
increases by reducing the temperature of the sample. In conclusion, the sample transmission
at different THz electric fields shows a frequency dependent nonlinear response which is
more evident at low temperatures. In addition to this, the field dependent response moves
towards lower frequencies at low temperatures.
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Fig. 7.13 Nonlinear responses of STO inside shorter cavity (w = 500 GHz). THz transmis-
sion at different electric field strengths in 500 GHz cavity a) STO at T=295 K b) STO at T=
138K. c) Integral of transmission at higher harmonics plotted as a function of THz intensity
at different temperatures.

In order to confirm the nonlinear effect, the nonlinear feature was examined in shorter
cavities with resonant frequency 500 GHz (cavity between sample and mirror). The transmis-
sion spectra at T=295 K and T=138 K are shown in Figure 7.13a and Figure 7.13b respectively.
The sample shows a nonlinear response similar to the measurements in the longer cavity
with an increase in the transmission of second harmonic for lower terahertz fields. The in-
tensity dependence of the integrated terahertz transmission at ~ 1 THz is shown Figure 7.13c
for different temperatures. The data shows that the spectral content near 1 THz is increasing
by reducing the terahertz field strength. The dispersion in the transmission is also enhanced
at low temperatures.

7.4.3 Discussion

The enhancement in the nonlinear responses at higher frequencies and lower tempera-
tures can be possibly mapped to the soft phonon mode dynamics. Because, the nonlinear
feature being evident also at lower frequencies by reducing the temperature of the sample
can be attributed to the softening of the TO; mode in STO.

In our experiment, we are tuning the frequency of the soft phonon mode closer to the
THz spectrum by reducing the temperature. This is shown in Figure 7.14a, b and ¢(T=295 K,
201 K and 138 K) by plotting the real part of the conductivity(red dashed line) for STO at
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Fig. 7.14 Soft Mode Evolution in Temperature. The transmitted terahertz spectra of the
hybrid cavity along with the real part of the STO terahertz conductivity(red dashed line) a)
STO at T= 295 K b) STO at T= 201K ¢) STO at T= 138K

respective temperatures along with the transmitted terahertz spectra of the cavity. It can
be seen that at low temperature, both the dielectric strength of the soft phonon mode and
the overlap of the soft mode with the terahertz spectrum increases. This could possibly
lead to the resonant excitation of soft mode to higher amplitudes by the electric field inside
the cavity. The driving of the soft mode to larger displacements that are required to reach
soft mode anharmonicity, leads to the decrease in the transmission at higher THz fields
corresponding to the nonlinear response of the soft mode in this regime.

However, the soft mode anharmonicity has been attained only for terahertz fields above
50 kV/cm. [281, 249]. Moreover, we do not observe nonlinearities in the terahertz response
of bulk STO measured outside the cavity. These findings suggest that the incoming terahertz
field alone cannot fully explain the observed nonlinear effect.

We would like to put forward two possible scenarios in order to explain the THz field
dependence inside the cavity. Firstly, there could be a cavity induced field enhancement of
resonant frequencies at the sample position, thereby providing sufficient field strength at the
resonant frequencies to drive the soft mode in to anharmonic regime. There are several pub-
lications in which they have reported a field enhancement for particular cavity geometries
due to confinement of the photons[289]. More complex calculations have to be employed
in our case since the material is highly dielectric and also because the incoming terahertz
waves are pulsed with a repetition rate (50 KHz) that is negligible compared to the frequency
of the terahertz cavity. The preliminary calculations to understand the field enhancement
inside the cavity in our experimental settings are shown in Appendix B. Alternatively, the
anharmonic soft mode potential has to be modified by the vacuum fluctuations inside the
cavity facilitating the emergence of nonlinearity even at lower THz field strengths.
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7.5 Conclusions

In conclusion, firstly we have studied the terahertz response of the soft mode of bulk
STO reporting temperature evolution of the optical properties. The extracted static dielectric
constant and soft mode frequency obey Curie Weiss law of ferroelectricity with a transition
temperature of ~ 64 K.

The terahertz responses of the SrTiO3; (STO) perovskite crystal has been studied in-
side the cavity to understand the influence of cavity electromagnetic environment on the
sample. Specifically, we have conducted the terahertz field dependent studies on bulk
STO in free space and inside the optical cavity. Contrary to measurements done in free
space the transmission results inside the cavity exhibits a THz field dependence similar
to nonlinear absorption. The effect has been more pronounced at higher frequencies and
lower temperatures implying that the nonlinearity can be associated to the anharmonic
soft phonon mode. Since the field is not enough to achieve anharmonic regime of STO the
incoming terahertz field alone cannot fully explain the observed nonlinear response. So the
effect can be explained only by cavity induced field enhancement of resonant frequencies at
the sample position or the modification of anharmonic soft mode potential by the vacuum
fluctuations inside the cavity facilitating the emergence of nonlinearity even at lower field
strengths.

However, our findings suggest the possibility of driving the soft mode to anharmonic
regime inside the cavity at much lower electric field strengths. The soft mode can be possibly
driven in to higher amplitudes with the terahertz field if we go resonant to the soft mode.
This can be achieved by using thinner STO samples, so that we reduce transmission loss
from the soft mode. Our results also suggest that terahertz field induced ferroelectricity
reported in STO [132] could be feasible without high intense terahertz pulses when the
sample is embedded inside an optical cavity.



CONCLUSIONS

The aim of this doctoral thesis is to understand how the properties of the quantum
materials are altered in a cavity electromagnetic environement. The experiments have
provided insights into the properties and phases that emerge when these complex quantum
materials are strongly coupled to confined electromagnetic fields.

The experimental demonstration of strong light-matter interaction in materials em-
bedded inside the cavity has been achieved by implementing a tunable cryogenic cavity
and terahertz spectrometers to characterize the light-matter hybrids. The terahertz cavity,
developed in the laboratory, has proven to be efficient in tuning the fundamental cavity
frequency in the terahertz range even at cryogenic temperatures. This capability enables the
targeting of different low-energy excitations and facilitates the study of how their coupling
with the cavity field may affect the material’s macroscopic properties.

The efficiency of the setup was tested by coupling the fundamental mode of the cavity
to the infrared(IR) active phonon mode in the CuGeO3; sample. When the sample was
embedded inside a resonant cavity, the transmission spectra revealed splitting, indicating
the formation of light-matter hybrid states known as polaritons. The observed anti-crossing
behavior in the polariton dispersion suggests that the system lies in the strong coupling
regime. The temperature evolution of the Rabi splitting showed a larger splitting at higher
temperatures, consistent with the temperature dependence of the phonon lifetime

In addition, we demonstrated signatures of multimode vibrational coupling in the
dielectric phase of the charge density wave(CDW) material 1T-TaS,. Polaritonic wave
functions revealed that the multimode polaritons are formed through the simultaneous
hybridization of multiple CDW phonon modes with the cavity’s fundamental mode. The
highly dispersive behavior of the upper and lower polaritons was attributed to the larger
cavity components, while the cavity-mediated mixing of two non-degenerate phonons
resulted in the less dispersive nature of the middle polaritons. Across the insulator-to-metal
transition, we observed that the Rabi splitting gradually closes due to the onset of metallicity,
reaching the weak-coupling limit near the phase transition temperature.

One of the key findings of the thesis was the ability to control the metal-insulator phase
transition temperature in 1T-TaS, by tuning the cavity frequency and mirror alignment. By
tuning the cavity frequency from 11.5 GHz to 570 GHz, an increase of 75 K has been reported
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in the effective critical temperature of the sample. Since the change in effective critical
temperature overcomes the free space hysteresis, we have demonstrated reversible cavity
control of phase transition in 1T-TaS, at a fixed temperature. We proposed two theoretical
scenarios to explain the cavity-mediated origin of the observed effects. The first scenario is
based on the cavity-induced renormalization of the free energies of the metallic phase. The
second scenario explores the possibility of modification in the effective sample temperature
due to a Purcell-based mechanism. However, experimental evidence measuring the actual
temperature of the sample, alongside the cold finger temperature, indicated that the effect is
predominantly driven by the modification of the effective sample temperature through the
filtering of the blackbody radiation mediated by the cavity.

Finally, we conducted temperature dependent terahertz transmission measurements
on a paraelectric SrTiO3(STO) crystal inside the cavity. Firstly, the temperature evolution
of the terahertz responses of bulk STO revealed a mode softening with Curie’s phase
transition temperature at ~ 64 K. The terahertz field-dependent studies on the STO inside
the cavity exhibited a nonlinear absorption-like feature, which was more pronounced at
lower temperatures and near the soft mode frequency. This suggests that the nonlinearity
is associated with the anharmonic soft phonon mode. However, the incoming terahertz
electric field strength alone is insufficient to induce this nonlinear response in the material.
Therefore, this nonlinearity must be attributed either to cavity-induced field enhancement
of resonant frequencies at the sample position or to the modification of the anharmonic
soft mode potential by vacuum fluctuations inside the cavity, facilitating the emergence of
nonlinearity even at lower field strengths.

In summary, our findings highlight that the optical cavities are an efficient tool to
engineer and control the phase transitions and non-linearities in quantum materials. Our
work demonstrates that the cavity electrodynamics offers versatile platform to control light-
matter interactions and hence the material properties in a wide range of complex quantum
materials.
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Fig. A.1 Field Dependence of Empty Cavity. a) Integral of the transmitted field in fre-
quency domain (normalized by Malus’s lawEquation 4.11) from an empty cavity at 138
K (Figure 4.15b) at different frequency ranges(same as the Figure 7.12a). The integral is
calculated for the areas that are shaded with the corresponding legends in Figure 7.12a).
The transmission at each frequency is normalized by the integral of lowest electric field.
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CAVITY FIELD SIMULATIONS

B.1 Amplification of a Plane Wave inside Optical Cavity

The field entering the cavity through the first mirror undergoes multiple reflections
before decaying completely. These reflections contribute to the field inside the cavity when
they interfere constructively. Figure B.1 shows a plane wave incident on the first mirror(M;)
of the cavity reflecting multiple times inside the cavity. In each reflection, a fraction of the
field is transmitted(t; 5) through the mirrors.
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Fig. B.1 Interferences inside an Optical Cavity. a) Multiples reflections inside an optical
cavity of length L. M and M, are the cavity mirrors with reflectivity, r1 » and transmittivity,
t12. Einc is the incident field.

The plane wave incident on the input mirror of the cavity can be written as,
Einc(z,1) = Eince! 17" (B.1)

Considering that the input(output) mirror has a transmittivity,t; (t) and reflectivity, v (1),
the field entering the cavity can be written in terms of the transmission as,

Binc(2t) = Eincty e 7! (B.2)
where, z refers to the propagation inside the cavity. Considering that number of reflections

contributing to the total field inside the cavity to be infinitely large, the total field inside a
cavity of length L can be written by using an infinite geometric series in terms of reflectivity
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and transmittivity of the mirrors.
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Fig. B.2 Field Enhancement inside an Optical Cavity. a) The intensity of the field inside the
cavity with respect to the incident intensity obtained using Equation B.3. 11 =1, =0.9,L =
750um (0.2 THz)

Figure B.2 presents the enhancement of the incident field(Equation B.3) along the cavity
as a function of frequency for a cavity length L=750 pm(w.= 0.2 THz). It can be seen that
the field inside the cavity is highly modulated spatially resulting in standing waves. The
frequencies inside the cavity is constrained according to the boundary conditions and the
field is largely enhanced at the harmonics of the cavity.

The calculations show that the intensity of the harmonics of the cavity is much higher
(~ 30) than the incident field at the center of the cavity where the sample is placed. This
amplification will be sufficient to explain the nonlinear response we observed for an STO
inside the cavity(section 7.4). However, our experiments have been done using terahertz
pulses with a repetition frequency, 50 KHz and the interference between the terahertz pulses
would be negligible. So, this approach cannot be employed in our case to calculate the field.

B.2 Terahertz Pulse Propagation inside the Cavity

In order to understand field inside the cavity from a single terahertz pulse we simu-
lated the propagation of a Gaussian pulse inside the cavity using COMSOL software(The
Electromagnetic Waves, Transient User Interface).
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We simulated the propagation of a single Gaussian pulse of the form,

Eine(z,t) = Ege( /™) cos(wpt — kz)

with FWHM= 0.5 ps and wy=1.5 THz. The time domain pulse and the FFT in vacuum is
shown in Figure B.3a and b respectively.
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Fig. B.3 Incident Field in Vacuum. a) Gaussian pulse in vacuum and b) corresponding FFT.
(FWHM=0.5 ps, wo= 1.5 THz)

To undestand the amplifcation of the field at the sample position, field at the center of
a cavity of length, L.=500 pm(w:=0.3 THz) has been simulated using the software for the
pulse in Figure B.3. Thickness of the gold on the cavity mirrors was set at 10 nm.

Discrete Fourier transform: Amplitude
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Fig. B.4 Pulse Propagation inside an Empty Cavity. a) Field at the middle of the cavity as
function of time and b) corresponding discrete FFT. (L.= 500pm,w:=0.3 THz)

Figure B.4a shows the field at the center of the cavity as a function of time. It can
be seen that the field amplitude has reduced significantly inside the cavity with respect
to the incoming field due to the transmission loss of the input mirror. The peaks in the
FFT(Figure B.4b) is associated to the odd harmonics of the cavity and the even harmonics
cannot be seen in the spectrum since there is a node at the middle of the cavity.

The field amplitude on the STO crystal inside the cavity can be obtained by simulating
the field at the first surface of the sample(no transmission loss from the sample). Figure B.5a
presents the simulated field at the first surface of an STO sample of thickness 100 um at 138
K embedded inside an optical cavity. The distance between the sample and the mirrors were
set at 500 upm.
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Discrete Fourier transform: Amplitude
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Fig. B.5 Incident Field on STO Crystal. a) Field at the surface of the STO crystal as a function
of time and b) corresponding discrete FFT. (temperature= 138 K, thickness of the sample=
100 pm, )

Even though there is no transmission loss apart from the one of the input mirror on the
surface of the STO, the field is significantly reduced because the sample and the input mirror
form a cavity that has a node at the surface of the sample. However, the FFT(Figure B.5b)
shows the peaks of the harmonics because the cavity does not have a perfect boundary.

From the COMSOL simulations, we couldn’t obtain a field amplification at the sample
position due to the pulsed nature of the laser. Hence, a future approach would be to assume
in the simulations that the STO crystal is nonlinear. So that, the field confinement enhances
the non linearity resulting in enhanced nonlinear responses inside the cavity.
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