




ABSTRACT

The properties of quantum materials are determined by the delicate balance among
many interacting degrees of freedom. The existence of several competing orders
makes these systems highly susceptible to even small perturbations that can induce
giant responses and eventually change the macroscopic state of the material. The
microscopic understanding of the intricate interplay between electrons, ions and
spins is thus the key to attain new material functionalities.

Pump-probe optical experiments are a powerful tool to study the non-equilibrium
states of quantummaterials, offering unique insight into the sub-picosecond dynamics
of the energy redistribution among the coupled modes.

The aim of the first part of this thesis is to implement a three-pulse experiment in
which, by combining a visible pump, a mid-infrared pump and a supercontinuum
probe, the high- and low-energy degrees of freedom are simultaneously excited in
the material and its transient optical response is probed over a broad energy range.
The large frequency-tunability of the sources allows to selectively target specific
excitations in matter and to dynamically study their coupling.
The high versatility of this setup makes it ideally suited to study a wide range of

different materials. We will discuss the application to a cuprate superconductor, in
which pulses with photon energy either above or below the superconducting d-wave
gap are found to photo-excite an anisotropic quasiparticle distribution. We will then
investigate the role of dd orbital excitations in determining the magnetic properties
of TiOCl, a one-dimensional spin-Peierls compound at low temperatures. Finally, we
will study the optical response of bulk black phosphorus, a layered van der Waals
material in which the photo-excitation by suitable sub-gap pulses is found to possibly
trigger a non-adiabatic modification of the screening environment.

In the second part of the thesis, we develop a covariance-based technique to study
time-resolved electronic Raman scattering in cuprates. By probing the system with
randomized pulses and implementing a single-shot frequency-resolved acquisition,
we are able to unveil the spectral correlations imprinted in the pulses by the in-
elastic scattering from the pump-induced Cooper pair breaking. The momentum
selectivity peculiar to Raman scattering, in combination with the sub-picosecond
temporal resolution of the technique, allows to measure the correlation dynamics
projected onto different regions of the Brillouin zone, thus enabling the isolation of
the nodal and antinodal contributions. The observation of gap-size correlations in
the pseudogap phase hints at the presence of a local pairing that survives even when
the superconducting state is macroscopically melted.
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1

I N TRODUCT ION

1.1 invitation to read

In the perspective that consecrated “the beautiful friendship” between the fields of
ultrafast spectroscopy and quantum materials [1], J. Orenstein illustrates a simple
example that well captures the strength of time-resolved techniques for studying
these systems.

Let us imagine dissolving a given amount of common sodium chloride in water. In
this basic chemistry experiment, by measuring the ionic concentration as a function
of temperature, the free energy difference between the crystalline and the dissociated
phases can be inferred. However, these static measurements are inherently blind to
the strength of the interaction between the ions in the solution, that can only be
estimated by measuring the kinetics of the reaction Na++Cl− → NaCl.
This simple picture, so close to our daily experience, is surprisingly similar to

what happens in much more exotic systems, like superconductors, where the role of
the crystalline NaCl is played by the condensate and its co-existing quasiparticles
replace the solvated ions. At equilibrium, the Cooper pairs constantly evaporate
from the condensate and recombine, and these reverse processes occur at the same
rate. In analogy with our example, only the study of the system in out-of-equilibrium
conditions allows to measure the kinetics of the quasiparticle recombination and can
hence contribute to investigate the glue that mediates the pairing.

In a more general framework, the possibility of revealing the sub-picosecond
dynamics of impulsively excited states has revolutionized the study of quantumma-
terials, where the simultaneous presence of electronic, magnetic, lattice and orbital
excitations having comparable energy scales precludes the isolation of the different
contributions at equilibrium [2]. By taking advantage of the different thermalization
timescales peculiar to each degree of freedom, time-domain techniques offer the
unique opportunity of disentangling the response to the different contributions and
thus unveiling the leading interactions in the material.
The almost negligible energy difference between competing excitations makes

these systems highly responsive to external perturbations that can tip this precarious
energy balance in favour of one competitor. As a result, quantum materials are often
on the verge of multiple phase transitions and the tuning of parameters such as chem-
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2 introduction

ical doping, temperature and pressure gives rise to their complex phase diagrams.

In addition to detect the competing order, the interaction with ultrashort light
pulses can also be used as a further knob to control the functional properties of
matter on the sub-picosecond timescale. The photo-injection of a large number of
excitations within a time-window which is much shorter than the characteristic
relaxation times of the system, results in an anomalous energy redistribution among
its relevant degrees of freedom. By strongly perturbing the coupling among electrons,
ions and spins, it is then possible to drive the material into highly off-equilibrium
metastable phases, often not adiabatically accessible otherwise [3, 4, 5].

While the most widely used approach consists in injecting high-energy photo-
excitations (>1 eV), the idea of using mid-infrared ultrashort pulses is recently
emerging as a more attractive option. Mid-infrared pulses do not directly inject
hot carriers, but resonantly couple to the low-lying energy states in the system.
Long-wavelength electromagnetic fields can hence trigger coherent and collective
excitations that are unaffected by the thermodynamics of the material. Recent inves-
tigations in transition metal oxides have shown that the coherent coupling to other
energy modes can induce insulator-metal phase transitions [6], melt the magnetic and
orbital order [7, 8], and even trigger light-induced superconducting and ferroelectric
states [9, 10, 11, 12].

A second relevant aspect in quantum materials is the role played by fluctuations
that naturally emerge from the strong correlation effects. The presence of fluctu-
ations, both classical and quantum, is an essential element to grasp many exotic
phenomena in these materials [13]. In particular, phase fluctuations of the supercon-
ducting order parameter [14], along with the widely-reported observation of spin
[15, 16] and lattice [17] fluctuations, have been proposed to concur in the onset of
high-temperature superconductivity in copper oxides.

In this work, we approach the study of the non-equilibrium response of quantum
materials from two perspectives. First, we investigate the effects of resonant low-
energy photo-excitations by means of a newly-implemented spectroscopic tool, the
three-pulse spectroscopy. We combine mid-infrared and visible tunable pulsed
sources to excite, selectively and simultaneously, low- and high-energy degrees of
freedom in matter and address in this way the interdependence of their dynamical
coupling. Second, we employ a noise-assisted covariance-based technique that
leverages on the evaluation of the spectral correlations within stochastic ultrashort
pulses to measure nonlinear material responses. In going beyond the standard mean-
value observables, this approach is ideally suited for probing materials in which
fluctuations play an important role.
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1.2 detailed summary

The thesis is divided into two main parts. In the first part, the broadband three-pulse
spectroscopy is used to study the non-equilibrium response in two classes of materi-
als: transition metal oxides (Bi2Sr2Ca0.92Y0.08Cu2O8+δ and TiOCl) and layered van
der Waals semiconductors (black phosphorus). The second part is dedicated to the
development of a stochastic approach to time-resolved electronic Raman scattering,
exploiting the combination of a covariance-based detection and an input noisy source.
I will discuss its application to a non-equilibrium study of the superconducting gap
in Bi2Sr2CaCu2O8+δ, a cuprate in which superconducting fluctuations survive tens
of K above the critical temperature.

In Chapter 2, I present in detail the three-pulse technique that we have designed
to simultaneously excite different degrees of freedom of materials, both in the visible
and in the mid-infrared energy range. This unique configuration allows for the direct
study and control of the coupling between low- and high-energy excitations in matter.
The combination with a white-light supercontinuum probe further empowers the
technique, enabling a full time-dependent reconstruction of the non-equilibrium
dielectric function of the material over a broad energy range.

I present inChapter 3 the application of the technique to the study of non-thermal
states in optimally-doped Bi2Sr2Ca0.92Y0.08Cu2O8+δ (Y-Bi2212), a representative of
the cuprates family. The cuprates are unconventional superconductors in many ways.
First of all, contrarily to the BCS systems, their high-frequency electrodynamics un-
dergoes drastic changes when the superconducting (SC) phase is entered, suggesting
a direct involvement of the high-energy excitations (having either orbital or charge-
transfer character) in the pairing mechanism. Secondly, the SC gap has a d-wave
symmetry, implying that, even in the limit T→0, thermal excitations dominate the
response at the nodes, where the gap vanishes. The study of out-of-equilibrium states
is thus pivotal to understand how the k-resolved electronic excitations control the
d-wave gap. We used a time-dependent Drude-Lorentz model to study the visible
transient reflectivity of Y-Bi2212 to photo-excitation both above and below the SC
gap (∼75 meV). We found that the dynamics is ruled by the transient modification
of an interband excitation at 2 eV, whose spectral weight dynamics depends on the
pump photon energy and marks the onset of the SC phase. Furthermore, the three-
pulse technique revealed that the photon energy of the excitation may be a critical
parameter to dynamically control the k-dependent distribution of the non-thermal
quasiparticles.

In Chapter 4, I present a non-equilibrium study of the optical properties of TiOCl,
a 1D antiferromagnet that undergoes a first-order phase transition to a dimerized
spin-Peierls phase at low temperatures. The 3d1 configuration of the Ti ions sets the
orbital degeneracy within the t2g triplet, making TiOCl a good candidate for hosting
an orbitally ordered phase. At equilibrium, the crystal field splitting completely
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removes the d-orbital degeneracy and, consequently, the breaking of the inversion
symmetry makes the dd transitions optically active. We leverage this aspect to
study the transient transmissivity of TiOCl upon the resonant stimulation of two
dd transitions: the dyz (0.7 eV), that has lobes lying out-of-plane with respect to the
antiferromagnetic 1D chain, and the dx2−y2 (1.5 eV), that points towards the in-plane
oxygen atoms and favours the superexchange channel. In the spin-Peierls phase,
the simultaneous excitation of the two dd transitions via the three-pulse technique
revealed that they undergo different de-excitation pathways, possibly indicating
the presence of a magnon-orbiton coupling that is usually neglected in the formal
description of the dimerized spin-Peierls phase at equilibrium.

I discuss in Chapter 5 how the photo-excitation of bulk black phosphorus (BP)
induces remarkably different optical responses depending on the photon energy of
the pulses employed. BP is a recently exfoliated 2D material with strongly layer-
dependent electronic properties. In the few-layer form, the band gap energy (Eg) is
about 2 eV and the optical absorption is dominated by narrow exciton resonances
with extremely large binding energies. With increasing thickness, the electron-hole
Coulomb attraction gets significantly screened by the strong interlayer interactions,
leading to a progressive redshift of the band gap (Eg = 0.3 eV in the bulk) and a
flat absorption band above Eg. By tuning the photon energy of the pump excita-
tion across the band gap in bulk BP, we found that, while above-gap pulses induce
a broadband transparency due to phase space filling, below-gap pulses trigger an
anomalous response which is peaked in correspondence of the single-layer exciton
of the phosphorene monolayer. With the support of DFT calculations, our findings
suggest that below-gap pulses may drive a non-adiabatic modification of the 3D
screening through the coherent redistribution of the charge carriers.

I introduce in Chapter 6 the fundamental concepts of standard electronic Raman
scattering and the Raman tensor in cuprates. The great advantage of the technique
is the possibility of isolating the response to the different Raman symmetries (and
so different regions of the Brillouin zone) by properly selecting the polarization
of the incident and the scattered beams. This led to one of the first spectroscopic
evidences of the d-wave gap in cuprates, where the electronic scattering from Cooper
pair-breaking can be directly probed.

In Chapter 7, I present the “Femtosecond Covariance Spectroscopy” (FCS), the
stochastic approach we have developed to study nonlinear optical processes. The
technique rejects the use of mean-value observables to extract information from
the stroboscopic repetitions of the same experiment, and rather takes advantage of
the uniqueness of each repetition to evaluate the spectral correlations encoded in
each ultrashort pulse by the nonlinear process. We validate the method by studying
stimulated Raman scattering in α-quartz. Finally, we discuss the implementation
of a “time-resolved version” of FCS and focus on how, by disentangling the time-
and frequency-resolution, it circumvents the uncertainty principle, that represents a
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major limitation in standard time-resolved Raman experiments.

I present in Chapter 8 the preliminary time-resolved FCS measurements on
optimally-doped Bi2212. We observed a pump-induced covariance signal in the
SC phase that indicates a non-null correlation on an energy scale consistent with
the amplitude of the SC gap. This indicates that the covariance-based approach is
sensitive to the inelastic scattering from the Cooper pairs, which imparts a frequency-
mixing across the randomized pulses. While this correlation signal is suppressed
in the normal phase, we observed that it endures in the pseudogap phase. This
evidence poses puzzling new questions about the nature of the pseudogap phase and,
in turn, about the possibility of a local pairing in cuprates even above the SC critical
temperature.
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BROADBAND THREE - P UL SE S PECTROSCOPY

2.1 motivation

Time-resolved optical techniques are a well-established tool to study a wide variety
of ultrafast non-equilibrium dynamics in atoms, molecules and solids. In a standard
pump-probe experiment, the sample under exam is photo-excited by an intense
ultrashort pulse (pump) and the subsequent dynamical response is measured by
a second, much weaker pulse (probe), properly delayed in time. To improve the
temporal resolution, considerable effort has been put in the last decades in devel-
oping sub-picosecond sources, whose implementation enabled the investigation of
extraordinarily fast processes, such as electron relaxation, charge transfer dynamics
and vibrational coherence [2, 3, 4, 5]. Furthermore, the increasing spread of ultra-
fast optical parametric amplifiers (OPAs), and solutions based on non-linear optical
processes in general, enabled a high frequency tunability of the pulsed laser source,
so that optical properties of matter can be now probed from the THz to the XUV
spectral range, even at high repetition rates [6, 7, 8, 9].
The possibility of properly tuning the energy of the photo-excitation opened up

new applications in the field. If the exciting pulse can be chosen to be on resonance
with specific properties of the sample under study, different degrees of freedom
can be selectively perturbed and monitored. This has a tremendous impact on
femtochemistry (where source tunability allows to specifically target electronic
transitions and/or molecular vibrations, for instance), but also in condensed matter
physics, where there is ample evidence that changing the pump frequency can
lead to unexpected phenomena, for example in unconventional superconductors
[5, 10, 11, 12].
The photon energy of the probe is also a crucial parameter of the experiment. In

order to gain as much information as possible, a broad tunability of the probe is
desirable to investigate relevant optical transitions occurring at different wavelengths.
While the most intuitive approach would consist in acquiring pump-probe time-
traces using a quasi-monochromatic probe beam and systematically changing the
probing photon energy, this protocol requires long measuring times and potentially
leads to altered measuring conditions, both in terms of laser system stability and
sample environment. This has motivated the employment of broadband probe pulses
that can encode the sample response over a wide wavelength window, and that
can be generated either directly from dedicated OPA systems [13], via photonic

11
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Figure 2.1: Conceptual idea of the three-pulse experiment.

crystal fibres [14, 15] or self-phase modulation in appropriate transparent crystals
[16, 17, 18, 19, 20]. From an electronic point of view, this has stimulated interest in
engineering multichannel detection systems (based either on Si or GaP and PbSe, for
instance) providing at the same time a sufficiently high number of pixels to ensure
an adequate spectral resolution, and high frame rates to keep up with the increasing
delivering rate of current pulsed sources. In this respect, advances in complementary
metal oxide semiconductor (CMOS) and charge-coupled device (CCD) technology,
enabling image sensors whose pixel readout can be as fast as 50 MHz, boosted the
implementation of pump-probe schemes that can perform single-pulse acquisition at
high repetition rates [21, 22, 23, 24].

In spite of the impressive variety of phenomena that can be investigated by simply
adjusting the photon energy of the pulses involved, a fundamental limitation of
standard pump-probe experiments is that they just allow to witness the dynamics of
the energy redistribution triggered by the photo-excitation, without the possibility
of actively controlling it. This liability inherently lies in the measuring procedure
itself: the pump pulse that injects excitations in the sample and is meant to drive
the system to off-equilibrium conditions (not adiabatically reachable otherwise), is
the same pulse involved in the pump-probe scheme used to measure the effects of
the perturbation. The pump-probe response is then embedded with both the order
parameter dynamics and the energy relaxation processes, and these two contributions
cannot be disentangled. In order to directly exert control and transiently shape the
optical properties of matter, it is then crucial to decouple the photo-excitation from
the measuring procedure. This has been attempted using a multi-pulse technique to
study the emergence of superconducting and charge-density-wave order [25, 26, 27],
by using a combination of three quasi-monochromatic pulses, all centered at 800 nm:
a first, very intense pulse initially destroys the ordered state and then the subsequent
dynamical evolution is monitored by a weaker pump-probe sequence.
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2.1.1 Visible pump–mid infrared pump–broadband probe: a three-pulse setup

During my PhD project, we have developed a versatile setup to implement a three-
pulse scheme to perform non-equilibrium broadband optical spectroscopy. The
unique feature of our technique consists in combining, in the very samemeasurement,
two pump pulses having tunable photon energy in two different regions of the
electromagnetic spectrum: the first beam can be tuned in the visible range (650-900
nm) to be resonant with the electronic degrees of freedom of the material, while the
second one spans the mid-infrared (MIR) region (4.5-20 µm) thus covering low-energy
excitations (Figure 2.1). The visible and MIR responses can be either singled out or
jointly analysed, allowing for a direct and selective control over different degrees
of freedom of the sample and their possible coupling. The system is probed by a
supercontinuum white-light (500-800 nm) whose referenced single-pulse detection is
enabled by a novel, custom-made acquisition system based on an analog-to-digital
converter (ADC) and a field-programmable gate array (FPGA) acquiring up to 50000
spectra/s. The setup has been optimized to perform systematic transient reflectivity
or transmittivity studies on crystalline samples over a wide range of temperatures (T
= 33-300 K) and sample azimuthal orientations (ϕ = 0-360◦).

In the following, we will describe the experimental setup and its characterization.
In particular, we will focus on the data structure and illustrate in detail the prelim-
inary analysis of the raw data. This discussion will set the basis for the following
chapters in which the three-pulse technique is employed. Finally, we will present
a set of transient reflectivity measurements on a slightly underdoped sample of
Bi2Sr2Y0.08Ca0.92Cu2O8+δ (UD Y-Bi2212) across the superconducting phase.

2.2 experimental setup

A block diagram of the optical setup is shown in Figure 2.2. The laser source consists
of a Non-Collinear Optical Parametric Amplifier (Orpheus-N by Light Conversion)
and a Twin Optical Parametric Amplifier (Orpheus TWIN by Light Conversion). Both
systems are pumped by the Pharos Laser (Light Conversion) which delivers 400 µJ
pulses with 1.2 eV photon energy (290 fs). The NOPA is pumped with 40 µJ/pp, while
the remaining 360 µJ/pp pump the Twin OPAs. The repetition rate of the laser source
is tunable from 50 kHz down to single shot using a built-in pulse-picker.

The NOPA output is tunable from a minimum of 650 nm to a maximum of 900
nm and delivers pulses shorter than 25 fs on the entire range. The carrier envelope
phase stable MIR pump is obtained through difference frequency generation in a
GaSe crystal by mixing the outputs of the Twin OPAs and is tunable from 4.5 to 20
µm.
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Figure 2.2: Sketch of the three-pulse setup. A detailed description of the optical arrange-
ment and the labels assigned to the optical elements is in the text.

2.2.1 Nonlinear optical phenomena

The large tunability of our setup - which spans from the visible to the MIR region
of the electromagnetic spectum - relies on the implementation of several stages
of nonlinear optical processes. When ultrashort pulses interact with matter, the
amplitude of the peak electric field is easily high enough for nonlinear phenomena to
occur. The linear relation between the electric field (Ẽ) and the induced polarization
(P̃) that we usually experience in our daily life is then replaced by a more general
expression in which the higher-order terms become relevant:

P̃i = ϵ0χ
(1)
ij Ẽj + ϵ0χ

(2)
ijk ẼjẼk + ϵ0χ

(3)
ijkl ẼjẼkẼl + ... (2.1)

where χ̂(n) is the n-th order nonlinear susceptibility n + 1-rank tensor. As an im-
mediate effect of Equation 2.1, nonlinear media are characterized by a mixing of
different electric fields components. This enables the possibility of engineering suit-
able experimental conditions for modifying the spectral content of an initial, very
intense, quasi-monochromatic light source.

We will focus in the following on the second-order term of Equation 2.1 that
gives rise to phenomena such as photon up- and down-conversion, that are used
to generate the near-IR and the MIR pumps in our setup. We will then discuss the
third-order processes in dispersive media that, by broadening the spectral content of
the impinging pulse, enable the generation of the white-light supercontinuum probe.
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Figure 2.3: Typical broadband probe and MIR pumps obtained through nonlinear
processes. a)MIR generation @14 µm in a GaSe crystal measured by a Michelson
interferometer. The inset shows the interferogram acquired, while its Fourier
transform is plotted in the main panel. b) White-light generation in a 6 mm thick
sapphire crystal from a 1030 nm beam.

second-order nonlinear processes In order to derive the nonlinear effects
arising from the second-order term, let us consider an electric field that, before the
interaction with the nonlinear medium, contains two spectral components Ẽ(t) =
E1e−iω1t +E2e−iω2t + c.c.. For the sake of clarity, wewill drop the indices in Equation
2.1 and consider the one-dimensional problem [28]. The resulting second-order
polarization is:

P̃(2)(t) =ϵ0χ(2)

E2
1e−2iω1t︸ ︷︷ ︸
SHG

+ E2
2e−2iω2t︸ ︷︷ ︸
SHG

+ 2E1E2e−i(ω1+ω2)t︸ ︷︷ ︸
SFG

+ 2E1E∗
2 e−i(ω1−ω2)t︸ ︷︷ ︸

DFG

+c.c.

+

2ϵ0χ(2)

E1E∗
1 + E2E∗

2︸ ︷︷ ︸
OR


(2.2)

P̃(2)(t) acts as the source for the electric field that, depending on the terms in Equa-
tion 2.2, will have a different time dependence. There will be two terms oscillating at
twice the incoming original frequencies ω1 and ω2 that are called second harmonic

generation (SHG). A component will oscillate at the sum of the two incoming frequen-
cies ω1 + ω2 and is referred to as sum frequency generation (SFG). An additional term
will oscillate at a frequency which is equal to the difference between the original
ones ω1 − ω2 and that is known as difference frequency generation (DFG). Finally,
some terms do not oscillate in time and give rise to the optical rectification (OR)
process. The SHG and SFG are usually addressed as photon up-conversion because
the resulting frequency is higher than the incoming one; the DFG process is also
called photon down-conversion.
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Usually, no more than one of these four processes will occur with an appreciable
intensity. In order to enhance the desired frequency component, specific phase
matching conditions must be met by carefully choosing the polarizations of the
incoming beams and the orientation of the nonlinear crystal. In our setup, we generate
the MIR pump by DFG in a GaSe crystal, starting from two tunable (0.5-0.8 eV) near-
infrared pulses that are in turn obtained via optical parametric amplification. In Figure
2.3a, we plot a typical DFG spectrum measured through a home-made Michelson
interferometer, provided with a MCT (Mercury-Cadmium-Telluride) detector (up to
18 µm).

white-light generation The generation of white-light supercontinuum
consists in the spectral broadening of an original light pulse, as illustrated in Figure
2.3b. This phenomenon is mediated by third-order nonlinear processes which have
the major consequence of making the refraction index dependent on the intensity
I(t) of the impinging light pulse [28]:

n(I) = n0 + ñ2 I(t) (2.3)

This dependence has two effects that both concur to the generation of broadband
pulses. Firstly, since the transverse profile of light pulses is not constant (usually
Gaussian), the transverse dependence of n(I) will produce an effective positive lense.
As the beam propagates through the nonlinear medium, it collapses into a filament
with high intensity. This process is known as self-focussing (SF). When a stable
filament is produced, other nonlinear processes set in, that are magnified by the
SF effect. The one that is directly responsible for the white-light generation is the
self-phase modulation (SPM), which causes an instantaneous frequency change in the
electric field.

In order to understand the temporal and spectral structure of the resulting beam,
we will use a simple model in which the beam profile is assumed to be Gaussian [29]:

I(t) = I0e−
t2

τ2 (2.4)

The intensity-dependent refractive index induces a variation of the optical path
through the medium, having thickness d:

∆L = ñ2dI(t) = ñ2dI0e−
t2

τ2 (2.5)

which in turn causes a time-dependent dephasing:

∆ϕ = −2π∆L
λ0

(2.6)
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Since the angular frequency is simply defined as the time-derivative of the phase, it
follows that the instantaneous frequency too experiences a variation:

∆ω(t) =
∂∆ϕ

∂t
=

4πñ2dI0

λ0

t
τ2 e−

t2

τ2 (2.7)

If the phase envelope is much longer than the optical cycle (t/τ2 ≪ 1), the instanta-
neous frequency can be approximated to:

ω(t) ∝ ω0

(
1 + ñ2d

t
τ2

)
(2.8)

This equation implies that each spectral component experiences a broadening which
is time-dependent. The resulting white-light pulse is temporally chirped: the low
frequencies travel in the leading edge of the pulse, while the high frequencies travel
in the tail. The temporal structure of the white-light probe is clear in our broadband
pump-probe measurements: the temporal overlap is frequency-dependent and a
post-processing correction of the chirp is carried out (Section2.4.1).

2.2.2 Optical arrangement

As sketched in Figure 2.2, the NOPA output is split by a 70/30 beam splitter: most
of the power is used to pump the sample and the remaining part to generate the
white-light probe. The setup has been designed to work in two main configurations:
one can either choose to pump the system directly using the light pulses exiting the
NOPA or exploit SHG to achieve higher photon energies. In the latter case, the pump
beam is obtained by focusing the NOPA beam in a 0.7 mm thick type I β-Barium
Borate (BBO) crystal, optimized for SHG with 900 nm. After collimation, a bandpass
coloured filter (F2, 350-700 nm) filters out the remaining near-IR radiation and the
blue beam is then focused on the sample surface.
The white-light probe is generated via SPM by focusing (5 cm focal length) the

beam in a 2 mm thick sapphire (Al2O3) crystal. A stable white light regime is reached
by tuning an iris placed in front of the focusing lens. A shortpass filter (F1, edge
at 800 nm) filters out the residual component of the generating near-IR light. The
final spectrum of the supercontinuum white-light ranges from about 500 to 800 nm.
In order to improve the white-light pulse-to-pulse stability, we have introduced a
reference channel in the detection scheme. Before impinging the sample, the probe
beam is split, and the reflected part (a pristine copy of the probe beam) is routed
towards a twin detector to be simultaneously acquired. The transmitted probe beam
is instead focused on the sample using an achromatic doublet to avoid chromatic
aberrations.
The MIR pump is obtained by filtering the DFG output through a germanium

window which absorbs photons with energy above 0.3 eV. The beam is then focused
on the sample by means of a silver spherical mirror.
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Table 1: Typical performance of the setup.
Pulse Tunability Energy per pulse Time duration Polarization

Visible pump 650-900 nm <1.4 µJ 35 fs Tunable
(or SHG available) <200 nJ (SHG)

MIR pump 4.5-20 µm 160 nJ (@17 µm) 150 fs Vertical
1.4 µJ (@9 µm)

Broadband probe 500-800 nm <6 nJ 1.5 ps1 Tunable
(gen. @860 nm) (chirped)

The focus size of the three beams at the sample surface can be measured either by
the knife-edge method (5 µm accuracy) or by directly placing a pyro-camera at the
sample position. Typical values of the full width at half maximum of the three beam
profiles are 100 µm for the visible pump, 150 µm for the MIR pump and 30 µm for the
probe. We estimated the visible pump temporal length to be ∼35 fs via SHG-FROG.
When SHG configuration is used, the visible pump duration slightly increases to
reach ∼50 fs (measured by cross-correlation measurements). The MIR pump time
duration is wavelength-dependent and shorter than 150 fs on the entire energy range.
By default, the MIR pump is vertically polarized. The polarizations and the intensity
of the probe and the visible pump can be independently adjusted using two pairs of
half-wave retardation plates and polarizers. The setup has been designed to work in
a non-collinear geometry: the probe beam impinges almost normally to the sample
surface; the visible pump propagation direction makes an angle of about 10◦ with
the probe and the MIR beam impinges onto the sample surface at an angle of 20◦.
The setup is provided with two translation stages to independently control the

time delay between the three beams. A first translation stage (TS1) is placed at the
NOPA output, before the first beam splitter, so that TS1 tunes the delay between the
two pumps, without affecting the delay between the probe and the visible one. The
latter is controlled by a second translation stage (TS2) which modifies the optical
path of the white-light probe only. In a standard experiment, for each given position
of TS1, a full scan of TS2 is performed.

Finally, we report in Table 1 the standard optical parameters which summarize the
performance of the setup.

2.2.3 Sample environment

The sample is mounted in a closed cycle liquid helium cryostat (DE 204 by Advanced
Research Systems). The cryostat expander is supported by a custom-made structure
fixed to the laboratory floor; the cold head is instead fixed to the optical bench. This
design allows to efficiently isolate the sample from the strong vibrations experienced
by the expander. The custom-made cryostat structure is compatible with adjustments
along the x, y and z directions.
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Figure 2.4: Sample environment. Single-crystal UD Y-Bi2212 samples mounted on the
piezo-electric rotator. A thermocouple is fixed in close proximity of the sample by
a small copper clamp.

The sample holder consists of a copper plate which is directly connected to the
cold head. On top of this plate, we fixed a piezo-electric rotator (Attocube, ANR240)
which allows a rotation of the sample by the azimuthal angle ϕ. Samples are finally
mounted on a small copper disk – fixed to the moving part of the rotator - using
fast-drying silver paint. We show a picture of the final sample arrangement in Figure
2.4. A thermocouple, fixed in the proximity of the sample, is used to directly measure
the sample temperature. Indium foils are interposed at each metallic interface to
improve the overall thermal conductivity.

The structure in Figure 2.4 is enclosed in a vacuum chamber that allows optical
access through a front 1-inch window. The composition of the window is chosen
according to the photon energies of the three beams involved. Because of the presence
of the mid-infrared pump, we have chosen to mount a polycrystalline diamond
window, which is 0.5 mm thick (∼ 70% transmission). The vacuum chamber is
provided with other identical apertures, in correspondence of each chamber’s face.
This provides the possibility of performing transmittivity measurements, if required.
In this respect, it is worth mentioning that the piezo-electric rotator has a hole in the
middle so that transmittivity measurements can be performed without compromising
the azimuthal degree of freedom.

Vacuum conditions are matched via a standard turbo pumping station (Pfeiffer,
HiCube 80 Eco). Pressures as low as 10−7 mbar can be reached when working at
ambient temperature; at cryogenic temperature, the usual working pressure is 10−8

mbar. While the minimum attainable temperature is 12 K when the sample is directly
fixed on the first copper plate (so very close to the cold head), it increases up to 33
K when using the piezo-electric rotator. A temperature controller provided with a
feedback circuit enables the user to remotely modify the temperature of the sample,
so that a full temperature scan, i.e. the acquisition of a simple pump-probe trace for
each temperature within a given range, can be performed.
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Figure 2.5: Differential acquisition. A sketch of the choppers’ operation designed to refer-
ence the acquisition in different pumping conditions.

2.3 differential acqisition of broadband pulses at 50 khz

2.3.1 Chopped detection

The reflected (or transmitted) probe beam is collimated by a lens and routed towards
the acquisition part, designed for a frequency-resolved, pulse-by-pulse detection. The
beam is dispersed by a transmission blazed grating (TG, in Figure 2.2) and then focused
on the detector. According to the experimental needs, two options of detectors are
available: a complementary metal oxide semiconductor (CMOS) linear image sensor
(Hamamatsu S11105 [31]) made up of 512 pixels, or a negative channel metal oxide
semiconductor (NMOS) linear image sensor (Hamamatsu S8380-128Q [32]) provided
with 128 pixels. The detector acquisition is synchronized with the laser repetition
rate and can run up to 50 kHz (when CMOS are needed) or up to 5 kHz (when
NMOS are installed). A detailed description of the acquisition system and electronics
required to achieve this performance is given in Subsection 2.3.2. A new wavelength
calibration of the arrays is performed every time the optical alignment is adjusted.
To do so, a common coloured filter having distinctive transmittivity features across
the white-light bandwidth can be used (FGB67 by Thorlabs, for instance). The filter
is usually placed after the collimating lens behind the sample; a spectrum averaged
over thousands of pulses is acquired using first the array photodiode detector, and
after an already calibrated fiber spectrometer. The final calibration is then achieved
by interpolation of the two spectra.

To improve the detection of the signal, two choppers have been inserted along the
optical paths of the two pumps. The first chopper (Ch1 in Figure 2.2), periodically
blocking the visible pump propagation, runs at 40 Hz, while the second one (Ch2
in Figure 2.2) runs at 20 Hz. The choppers’ controllers are both referenced with
the same square wave generator, so that the mechanical rotations of the blades are
automatically synchronized. A simplified sketch of the chopping scheme is shown in
Figure 2.5. Each single probe pulse recorded by the photodiode arrays (sample and
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Figure 2.6: Acquisition scheme. Schematic representation of the acquisition electronics
synchronized with the laser repetition rate.

reference channels) can fall into one of the four dashed boxes drawn in Figure 2.5.
In order to sort the pulses according to this scheme, we use two single-photodiode
detectors (PhD1 and PhD2). The photodiodes are properly placed to intercept a
back-reflection or a residual transmission of the two pump beams, and their signals
are digitized by the ADC (CH 3 and CH 4 in Figure 2.6). These signals give a feedback
about the chopper status (ON/OFF) and ultimately provide a tool to assign each probe
pulse detected by the array detectors with a label, indicating which pump beam has
interacted with the sample prior to its arrival.

2.3.2 Acquisition system

A dedicated electronic setup has been developed by the Detectors & Instrumentation
Laboratory of Elettra Sincrotrone Trieste. A schematic representation of the system
is shown in Figure 2.6.
As highlighted above, the setup is provided with two pairs of photodiode arrays,

based on CMOS or NMOS linear image sensors. The main difference between the
two detection systems lies in the maximum video data rate (and thus the single-shot
repetition rate) that can be achieved: while the NMOS data rate is limited to 2 MHz,
the CMOS arrays belong to the high-speed Hamamatsu sensor family with video data
rate as high as 50 MHz. We will limit here our discussion to the CMOS arrays only,
as their acquisition at 50 kHz is the most challenging to handle from an electronic
point of view. The same scheme can be adapted to the NMOS detection, with the
caveat that an additional external amplifier (Hamamatsu C7884 series) is needed and
the clock pulse frequency has to be adjusted.
The CMOS sensors are mounted on custom-made boards. The core part of the

acquisition system is the FPGA (Arria 10 GX by Intel) which controls the CMOS
sensor operation, coordinates the ADC acquisition and handles data transfer to the
PC through an Ethernet link. More precisely, the FPGA continuously generates the 50
MHz clock needed by the sensor and waits for the trigger pulse periodically generated
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by the laser system (20 µs, 50 kHz). The start pulse generation is delayed with respect
to the trigger, and this delay can be dynamically set in order to synchronize the
acquisition with the probe pulse. A rising edge on the CMOS start pin sets the
simultaneous integration of all pixels. At falling edge, the collected charge, converted
into a voltage through a charge-sensitive-amplifier (CSA), is transferred to the hold
circuit and the internal shift register begins to sequentially provide data on video
output.

In order to perform referenced measurements and to acquire the output of the two
photodiodes (PhD1 and PhD2), we decided to utilize a 4-channel 16-bit analog-to-
digital converter (AD9653 by Analog Devices). The sampling frequency has been
fixed to 100 MHz and it is generated by a dedicated low-jitter clock generator (SI5340
by Silicon Labs). Therefore, for each analog value provided by CMOS output we
acquire 2 samples, thus obtaining 1024 samples.

An appropriate Verilog code takes care of every task: generation of CMOS timing
signals, DAC programming, synchronous data acquisition from ADC at every trigger
event, storage of captured events in RAM and transmission of collected data through
a User Datagram Protocol (UDP) Ethernet link, are performed using a dedicated FPGA
hardware. Even if the intrinsic parallel architecture of the FPGA allows to treat large
amounts of data sets and their transmission, a great effort has to be done in order to
correctly receive and store them. In fact, considering a stream of 1024 16-bit samples
multiplied by four channels with a laser repetition rate of 50 kHz, the resulting data
rate is 3.3 Gb/s (410 MB/s). A typical point-to-point 1 Gb/s Ethernet connection
between FPGA and PC and a standard mechanical hard disk drive cannot handle
such a high data rate, so we moved to 10 Gb/s Ethernet and SSD (Solid State Disk)
drives. More details on the CMOS synchronous operation and the data transmission
can be found in ref. [33].

2.4 data analysis

We underlined above that our setup is suitable for both reflection and transmission
geometries, depending on specific requirements set out by the sample under exam
(bulk crystal, thin films, solutions). Here, for simplicity, we restrict our discussion to
transient reflectivity measurements only.

The measured quantity in our experiment is the−ith frequency-dispersed reflected
probe pulse Rs

i (λ, t1, t2, T), namely the intensity recorded by the linear array detector
along the sample channel at each pixel, for a given delay t1 between the two pumps,
a given delay t2 between the white-light probe and the visible pump, and a given
sample temperature T measured by the thermocouple. In Figure 2.7a, we provide a
simple scheme which summarizes the degrees of freedom of the measurement and
their physical meaning. We recall that we also simultaneously acquire a copy of
the pristine probe pulse along the reference channel, Rr

i (λ, t1, t2, T). Our optical
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Figure 2.7: Details of the three-pulse data structure. a) Depiction of the temporal arrival
of the three pulses at the sample (at a given temperature T) and their relative
time delays. We highlight that t1 is < 0 ( > 0) when the MIR pulse interacts with
the sample before (after) the arrival of the visible pump. b) Relevant degrees of
freedom of the four-dimensional hypercube representing our dataset. c-h) Two-
dimensional slices of the full dataset obtained by fixing two parameters at a time;
there are six possible combinations. The transient reflectivity can be displayed as
function of time delay and wavelength of the probe (c), time delay of the probe
and temperature of the sample (d), probe wavelength and temperature (e), relative
delay between the two pumps and probe delay (f), probe wavelength (g) and
sample temperature (h).
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observable is then the referenced average differential reflectivity change, defined as
follows:

∆R
R

(λ, t1, t2, T) =
∑N

i=1 Rs,P
i (λ, t1, t2, T)

∑N
i=1 Rr,P

i (λ, t1, t2, T)
− ∑N

i=1 Rs,U
i (λ, t1, t2, T)

∑N
i=1 Rr,U

i (λ, t1, t2, T)
(2.9)

where N is the number of pulses over which the integration is performed, and the
superscripts P, U refer to “pumped” and “unpumped” probe pulses, respectively.
By “unpumped” we refer to those pulses reflected by the sample when both pumps
are blocked by the choppers (pulses falling in the rightmost dashed box in Figure
2.5). Furthermore, we report that each single curve in Equation 2.9 is systematically
corrected for a background spectrum RBG(λ) which is acquired before each mea-
surement by blocking the probe beam and let the two pumps open. The background
subtraction serves the purpose of cleaning the acquired spectra from any scattered
light coming from the pumps and from the environment.

The structure of our data is therefore a four-dimensional hypercube, as depicted in
Figure 2.7b, where all the four axes are orthogonal to each other. Given the big amount
of data, the most straightforward way to visualize the outcome of measurement
consists in dissecting the hypercube into two-dimensional slices, by fixing two
parameters at a time.

We show in Figure 2.7-h all the six possible combinations that can be computed in
the four-dimensional space. We will refer to these schemes in the following, and use
the notation ∆R/R(w, x; ȳ, z̄), where (w, x) are the variables whose dependency is
studied and (ȳ, z̄) the ones that have been kept fixed.

Recalling that we perform a sorting of the probe pulses according to the chopping
scheme in Figure 2.5, there are three different typologies of “pumped” pulses, so that,
for each single measurement, we can construct three different four-dimensional maps:
i) a map which contains a two-colour signal only due to the effect of the visible pump
(VIS-MAP); ii) a map displaying the two-colour signal due to the interaction of the
sample only with the MIR (MIR-MAP); iii) a map showing the effect of applying both
pumps (PP-MAP). For each of the three types of maps, an average time-independent
signal is calculated over the negative-t2 region and systematically subtracted. It is
worth mentioning that, even though all three typologies of maps are technically
four-dimensional hypercubes, the relative delay between the two pumps (t1) is a
relevant degree of freedom only for the PP-MAP, which actually contains a three-
colour signal. Consequently, the analysis of the VIS-MAP and the MIR-MAP will not
require the computation of the three two-dimensional slices for which t1 is a variable
parameter (i.e. combinations from f to h in Figure 2.7).
We recall that the novelty of our setup consists in being able to uncover possible

modifications in the dynamics of the signal due to the combined action of the visible
and the MIR pumps. In order to access this information, we perform a point-to-point
subtraction between the PP-MAP (which contains the effects of both of them), and
the VIS-MAP and MIR-MAP (which contain the effects of the two pumps when they
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Figure 2.8: Example of white-light chirp correction. a) Referenced VIS-MAP measured
in UD Y-Bi2212 computed as in Equation 2.9. The black dashed line is the zero-
time-delay vector obtained through a polynomial fit of the onset of the signal at
the temporal overlap. b) Corrected map.

act independently on the sample). We will refer to this new four-dimensional map as
“differential map” (DIFF-MAP) in the following.

Finally, our setup is characterized by an intrinsic noise level of 10−4 rms over an
integration time of 1 s. This signal-to-noise ratio can be further improved statistically
by either increasing the number of shots to be averaged over or repeating each
experiment many times. Both choices come obviously at the cost of significantly
reducing the speed of the measurement. The robust experimental stability of our
apparatus, though, easily enables performing experiments lasting even several hours.

2.4.1 White-light chirp correction

Since no physical correction of the chirp of the broadband white-light pulses was
performed (Equation 2.8), each map has to be post-processed to compensate for the
dispersion. After white-light generation, we estimate the probe beam’s temporal
length to be about 1.5 ps at the sample surface. We stress that, as we are frequency-
resolving the signal, the temporal resolution of the setup for a given probe frequency
is significantly better than 20 fs [30]. The correction is performed numerically by
shifting each line in the four-dimensional dataset ∆R/R(λ, t1, t2, T) along the t2-
axis. The amount of the shift is quantified by defining a zero-time-delay vector (one
value for each wavelength) by looking at the VIS-MAP, as illustrated in Figure 2.8.
We use the onset of the two-colour signal in the VIS-MAP as a reference point for
the temporal overlap between the visible pump and the broadband probe2.

2 We highlight that additional care must be eventually taken when measuring a transmittivity signal,
since a further correction must be performed to compensate for the velocity mismatch inside the
sample.
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2.4.2 Benchmark measurements on UD Y-Bi2212

To test the potential of our setup, we performed transient reflectivity measurements
on a single crystal of slightly underdoped Bi2Sr2Y0.08Ca0.92Cu2O8+δ (Y-Bi2212). The
crystal has been mounted so that the probe’s propagation axis is almost perpendicular
to the ab-plane of the unit cell (i.e. the Cu-O planes). In the experiment, we first pump
the sample using pulses centered at 1.44 eV (860 nm), and then we further pump it
with MIR excitations at 70 meV (∼ 17.5 µm). In order to cover the relevant transitions
in the samples, we ran a temperature scan starting from 74 K (superconducting phase)
up to 144 K, which is reasonably close to the presumed transition temperature T* at
our doping.
As detailed in the previous subsection, one single measurement is sufficient to

obtain a great wealth of information. The results of the experiment on UD Y-Bi2212
are summarized in Figure 2.9. In Figure 2.9a-c, we provide simple schemes to clarify
which pulses are involved in the colour-maps shown and give details on the time
structure of the measurement. In this specific measurement, we chose to investigate
just two time-delays between the pumps, t1 = ±1 ps: when t1=-1 ps, the MIR pump
impinges on the sample 1 ps before the arrival of the visible one; conversely, when
t1=+1 ps, the MIR pump arrives 1 ps after. From the physical point of view, this
corresponds to two different questions. In the former case, we are interested in the
effect that low-photon energy excitations may have on the high-energy dynamics;
in the latter case, the situation is reversed, and we investigate whether and how
visible pulses can alter the dynamics triggered by low-energy excitations. It is thus
clear that measurements of this kind could represent a valuable tool to study the
intrinsic coupling between degrees of freedom at different energy scales, that lies at
the very core of high temperature superconductivity. The detailed interpretation of
this specific measurement and its importance to the physics of cuprates, goes beyond
the scope of this discussion and will be addressed in Chapter 3. Here we shall confine
the discussion to the capabilities of the setup and to the type of information that can
be extracted.
On the first row of Figure 2.9, we display the VIS-MAPs, that is the transient

reflectivity colour-coded maps that involve just the action of the visible pump. Ac-
cording to the scheme in Figure 2.7, we dissect the four-dimensional dataset into
three different two-dimensional matrices and separately study the dependencies. In
Figure 2.9d, we show the wavelength-dependent pump-probe traces associated to
the superconducting phase, which is consistent with ref. [34]. A second map can be
computed by fixing the wavelength and displaying the temperature dependence, as in
Figure 2.9e for λ = 786 nm. The horizontal dashed black line highlights the presumed
sample’s critical temperature, marking the beginning of the pseudogap phase, which
is accompanied by a change in both sign and dynamics of the transient reflectivity.
Finally, we display in Figure 2.9f ∆R/R as function of temperature and probe wave-
length for a given time delay, showing that we do observe a wavelength-dependent
response mainly in the pseudogap region of the phase diagram.
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Figure 2.9: Example of three-pulse data in UD Y-Bi2212. a), b) and c) show a scheme of
the pulses involved and their temporal delays. Each scheme refers to the maps
that lie in its row. VIS-MAPs (pump-probe signal triggered by the visible pump)
are shown in d) as function of probe wavelength and temporal delay between
the visible pump and the probe at fixed temperature T = 86 K; in e) as function
of temperature and delay at fixed probe wavelength λ = 786 nm; and in f) as
function of temperature and probe wavelength at fixed positive delay t2 = 300 fs.
g), h) and i) follow the same structure as d), e) and f), but they now refer to the
MIR pump-probe signal, as shown in b). Note that the dependence on (fixed) t1
has been dropped in the titles of d-i) as it is not relevant for simple two-colour
signals as VIS-MAPs and MIR-MAPs. j) is an example of PP-MAP showing the
combined time-dependent signal at fixed wavelength λ = 786 nm due to a MIR
pump delayed by t1 = -1 ps with respect to the visible one arriving at t2 = 0 fs (as
pictured in c)). k) and l) are DIFF-MAPs as function of temperature and delay
at fixed wavelength and fixed delay t2 between the two pumps: the MIR pumps
arrives before and after the visible one by 1 ps in k) and l), respectively. Fluences
used: ϕVIS = 40 µJcm−2 and ϕMIR = 100 µJcm−2
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The above-discussed structure is the same for the MIR-MAPs in Figure 2.9g-i,
with the important difference that now the dynamics is triggered by MIR excitations.
By comparing the VIS-MAPs and the MIR-MAPs, clear differences can be spotted
that, at least in this measurement, could be attributed to the higher fluence of the
MIR pump. Single-colour pump-probe traces (horizontal cuts in Figure 2.9g) are
indeed compatible with those observed in ref. [35]. We highlight that Figure 2.9i (and
obviously its time dependence, namely cuts at different t2) represents, to the best of
our knowledge, the first MIR pump-broadband probe response ever measured.
In Figure 2.9j, we show the PP-MAP which contains the interaction with both

the visible and MIR pumps. Here we show just the two-dimensional cut for a given
probe wavelength, as function of time-delay and temperature, but obviously a com-
prehensive analysis can be carried out according to the scheme in Figure 2.7. It is
worth recalling that now a further degree of freedom becomes relevant, namely the
relative time-delay of the two pumps, t1. Figure 2.9j displays just one possible choice
of t1, that is t1 = -1 ps (as depicted in Figure 2.9c); an additional, similar map must be
considered for t1 = +1 ps, where now the onset of the signal associated to the MIR
pulse is shifted to t2 = 1 ps.

Finally, Figure 2.9k,l show the DIFF-MAPs for t1 = ±1 ps, respectively. Again, we
limit our discussion to two-dimensional slices at fixed wavelength only. Interestingly,
the fact that thesemaps are not completely zero, is a clear indication that the combined
action of the two pumps is not a mere superposition of the signals independently
triggered by the visible and MIR pulses. In particular, in both cases, the difference is
non-zero below the critical temperature, suggesting that the condensate is mostly
affected by the subsequent photo-excitations. This is a hint of an inherent coupling
whose nature and dynamics will be discussed in Chapter 3.



REFERENCES 29

references

[1] Z Vardeny and J Tauc. Picosecond coherence coupling in the pump and probe
technique. Optics Communications, 39(6):396–400, 1981.

[2] Jagdeep Shah. Ultrafast spectroscopy of semiconductors and semiconductor nanos-

tructures, volume 115. Springer Science & Business Media, 2013.

[3] Ahmed H Zewail. Femtochemistry: Atomic-scale dynamics of the chemical
bond. The Journal of Physical Chemistry A, 104(24):5660–5694, 2000.

[4] Juan Cabanillas-Gonzalez, Giulia Grancini, and Guglielmo Lanzani. Pump-probe
spectroscopy in organic semiconductors: monitoring fundamental processes of
relevance in optoelectronics. Advanced materials, 23(46):5468–5485, 2011.

[5] Claudio Giannetti, Massimo Capone, Daniele Fausti, Michele Fabrizio, Fulvio
Parmigiani, and Dragan Mihailovic. Ultrafast optical spectroscopy of strongly
correlated materials and high-temperature superconductors: a non-equilibrium
approach. Advances in Physics, 65(2):58–238, 2016.

[6] Giulio Cerullo and Sandro De Silvestri. Ultrafast optical parametric amplifiers.
Review of scientific instruments, 74(1):1–18, 2003.

[7] Christian Bressler and Majed Chergui. Ultrafast X-ray absorption spectroscopy.
Chemical reviews, 104(4):1781–1812, 2004.

[8] Daniele Brida, Cristian Manzoni, Giovanni Cirmi, Marco Marangoni, Stefano
Bonora, Paolo Villoresi, Sandro De Silvestri, and Giulio Cerullo. Few-optical-
cycle pulses tunable from the visible to the mid-infrared by optical parametric
amplifiers. Journal of Optics, 12(1):013001, 2009.

[9] Ryan M Smith and Mark A Arnold. Terahertz time-domain spectroscopy of
solid samples: principles, applications, and challenges. Applied Spectroscopy

Reviews, 46(8):636–679, 2011.

[10] Daniele Fausti, RI Tobey, Nicky Dean, Stefan Kaiser, A Dienst, Matthias C
Hoffmann, S Pyon, T Takayama, H Takagi, and Andrea Cavalleri. Light-induced
superconductivity in a stripe-ordered cuprate. Science, 331(6014):189–191, 2011.

[11] Matteo Mitrano, Alice Cantaluppi, Daniele Nicoletti, Stefan Kaiser, A Perucchi,
S Lupi, P Di Pietro, D Pontiroli, M Riccò, Stephen R Clark, et al. Possible light-
induced superconductivity in K3C60 at high temperature. Nature, 530(7591):461–
464, 2016.

[12] F Giusti, A Marciniak, F Randi, G Sparapassi, F Boschini, H Eisaki, Martin
Greven, A Damascelli, A Avella, and D Fausti. Signatures of enhanced supercon-
ducting phase coherence in optimally doped Bi2Sr2Y0.08Ca0.92Cu2O8+δ driven
by midinfrared pulse excitations. Physical Review Letters, 122(6):067002, 2019.



30 REFERENCES

[13] Dario Polli, Larry Lüer, and Giulio Cerullo. High-time-resolution pump-probe
system with broadband detection for the study of time-domain vibrational
dynamics. Review of Scientific Instruments, 78(10):103108, 2007.

[14] John M Dudley, Goëry Genty, and Stéphane Coen. Supercontinuum generation
in photonic crystal fiber. Reviews of modern physics, 78(4):1135, 2006.

[15] Federico Cilento, Claudio Giannetti, Gabriele Ferrini, Stefano Dal Conte, Tom-
maso Sala, Giacomo Coslovich, Matteo Rini, Andrea Cavalleri, and Fulvio
Parmigiani. Ultrafast insulator-to-metal phase transition as a switch to mea-
sure the spectrogram of a supercontinuum light pulse. Applied Physics Letters,
96(2):021102, 2010.

[16] NP Ernsting, SA Kovalenko, T Senyushkina, J Saam, and V Farztdinov. Wave-
packet-assisted decomposition of femtosecond transient ultraviolet- visible
absorption spectra: application to excited-state intramolecular proton transfer
in solution. The Journal of Physical Chemistry A, 105(14):3443–3453, 2001.

[17] Claudio Giannetti, Goran Zgrablic, Cristina Consani, Alberto Crepaldi, Damiano
Nardi, Gabriele Ferrini, Guy Dhalenne, A Revcolevschi, and Fulvio Parmigiani.
Disentangling thermal and nonthermal excited states in a charge-transfer in-
sulator by time-and frequency-resolved pump-probe spectroscopy. Physical
Review B, 80(23):235129, 2009.

[18] Fabio Novelli, Daniele Fausti, Julia Reul, Federico Cilento, Paul HM Van Loos-
drecht, Agung A Nugroho, Thomas TM Palstra, Markus Grüninger, and Fulvio
Parmigiani. Ultrafast optical spectroscopy of the lowest energy excitations
in the Mott insulator compound YVO3: Evidence for Hubbard-type excitons.
Physical Review B, 86(16):165135, 2012.

[19] Francesco Randi, Ignacio Vergara, Fabio Novelli, Martina Esposito, Martina
Dell’Angela, VAM Brabers, P Metcalf, Roopali Kukreja, Hermann A Dürr,
Daniele Fausti, et al. Phase separation in the nonequilibrium Verwey tran-
sition in magnetite. Physical Review B, 93(5):054305, 2016.

[20] Fabio Novelli, Gianluca Giovannetti, Adolfo Avella, Federico Cilento, Luc
Patthey, Milan Radovic, Massimo Capone, Fulvio Parmigiani, and Daniele Fausti.
Localized vibrations in superconducting YBa2Cu3O7 revealed by ultrafast opti-
cal coherent spectroscopy. Physical Review B, 95(17):174524, 2017.

[21] AL Dobryakov, Sergey A Kovalenko, A Weigel, José Luis Pérez-Lustres, J Lange,
A Müller, and NP Ernsting. Femtosecond pump/supercontinuum-probe spec-
troscopy: Optimized setup and signal analysis for single-shot spectral referenc-
ing. Review of Scientific Instruments, 81(11):113106, 2010.

[22] Gerald Auböck, Cristina Consani, Roberto Monni, Andrea Cannizzo, Frank
Van Mourik, and Majed Chergui. Femtosecond pump/supercontinuum-probe



REFERENCES 31

setup with 20 khz repetition rate. Review of Scientific Instruments, 83(9):093105,
2012.

[23] Florian Kanal, Sabine Keiber, Reiner Eck, and Tobias Brixner. 100-khz shot-
to-shot broadband data acquisition for high-repetition-rate pump–probe spec-
troscopy. Optics express, 22(14):16965–16975, 2014.

[24] Edoardo Baldini, Andreas Mann, Simone Borroni, Christopher Arrell, Frank
Van Mourik, and Fabrizio Carbone. A versatile setup for ultrafast broadband op-
tical spectroscopy of coherent collective modes in strongly correlated quantum
systems. Structural Dynamics, 3(6):064301, 2016.

[25] Roman Yusupov, Tomaz Mertelj, Viktor V Kabanov, Serguei Brazovskii, Primoz
Kusar, Jiun-Haw Chu, Ian R Fisher, and Dragan Mihailovic. Coherent dynamics
of macroscopic electronic order through a symmetry breaking transition. Nature
Physics, 6(9):681–684, 2010.

[26] Ivan Madan, Toru Kurosawa, Yasunori Toda, Migaku Oda, Tomaz Mertelj, Pri-
moz Kusar, and Dragan Mihailovic. Separating pairing from quantum phase
coherence dynamics above the superconducting transition by femtosecond
spectroscopy. Scientific reports, 4:5656, 2014.

[27] I Madan, P Kusar, VV Baranov, M Lu-Dac, VV Kabanov, T Mertelj, and D Mi-
hailovic. Real-time measurement of the emergence of superconducting order in
a high-temperature superconductor. Physical Review B, 93(22):224520, 2016.

[28] Robert W Boyd. Nonlinear optics. Academic press, 2020.

[29] Anthony E Siegman. Lasers. University science books, 1986.

[30] Dario Polli, Daniele Brida, Shaul Mukamel, Guglielmo Lanzani, and Giulio
Cerullo. Effective temporal resolution in pump-probe spectroscopywith strongly
chirped pulses. Physical Review A, 82(5):053809, 2010.

[31] https://www.hamamatsu.com/resources/pdf/ssd/
s11105_series_kmpd1111e.pdf.

[32] https://www.hamamatsu.com/resources/pdf/ssd/
s8380-128q_etc_kmpd1045e.pdf.

[33] Angela Montanaro, Francesca Giusti, Matija Colja, Gabriele Brajnik, Alexan-
dre MA Marciniak, Rudi Sergo, Dario De Angelis, Filippo Glerean, Giorgia
Sparapassi, Giacomo Jarc, et al. Visible pump-mid infrared pump-broadband
probe: Development and characterization of a three-pulse setup for single-shot
ultrafast spectroscopy at 50 kHz. Review of Scientific Instruments, 91(7):073106,
2020.

https://www.hamamatsu.com/resources/pdf/ssd/s11105_series_kmpd1111e.pdf
https://www.hamamatsu.com/resources/pdf/ssd/s11105_series_kmpd1111e.pdf
https://www.hamamatsu.com/resources/pdf/ssd/s8380-128q_etc_kmpd1045e.pdf
https://www.hamamatsu.com/resources/pdf/ssd/s8380-128q_etc_kmpd1045e.pdf


32 REFERENCES

[34] Claudio Giannetti, Federico Cilento, Stefano Dal Conte, Giacomo Coslovich,
Gabriele Ferrini, Hajo Molegraaf, Markus Raichle, Ruixing Liang, Hiroshi Eisaki,
Martin Greven, et al. Revealing the high-energy electronic excitations under-
lying the onset of high-temperature superconductivity in cuprates. Nature

communications, 2(1):1–7, 2011.

[35] Claudio Giannetti, Giacomo Coslovich, Federico Cilento, Gabriele Ferrini, Hi-
roshi Eisaki, Nobuhisa Kaneko, Martin Greven, and Fulvio Parmigiani. Dis-
continuity of the ultrafast electronic response of underdoped superconducting
Bi2Sr2CaCu2O8+δ strongly excited by ultrashort light pulses. Physical Review
B, 79(22):224502, 2009.



3

DYNAM ICS OF NON -THERMAL STATES IN
B i 2 S r 2 C a 0 . 9 2 Y0 . 0 8 C u 2 O 8+ δ REVEALED BY M ID - IN FRARED
THREE - P UL SE S PECTROSCOPY

In this chapter wewill focus on the study of the non-equilibrium optical properties of a
prototype cuprate superconductor, Bi2Sr2Ca0.92Y0.08Cu2O8+δ (TC=96 K). The three-
pulse spectroscopy described in Chapter 2 will allow us to characterize its broadband
transient response to above- and below-gap photo-excitation either at the equilibrium
or in tailored non-thermal states. The observation of an anisotropic response in the
superconducting phase will be discussed in terms of a non-equilibriumDrude-Lorentz
model that will enable us to identify the high-energy electronic transition involved in
the superconducting transition. Before discussing our experimental findings, we will
review in Section 3.1 some fundamental features of superconductivity in cuprates,
with special focus on their optical properties.

3.1 cuprate superconductors

Since its first experimental observation by Bednorz and Muller in 1986 [1], high-
temperature superconductivity in cuprates (HTSC) has been the subject of an intense
debate in the scientific community. Still, the mechanism that mediates the electronic
pairing in such compounds remains unexplained.
Cuprates are layered ceramic materials displaying a perovskite-like structure.

Despite their complex unit cell, cuprates are rather simple materials from a structural
point of view. The electronic properties are mainly determined by their peculiar
copper oxide layers, in which each copper ion is fourfold coordinated to the oxygen
ions (CuO2 plaquette). The CuO2 layers are separated by sheets of various chemical
composition that act as charge reservoirs. Superconductivity takes place within the
CuO2 planes, suggesting that two-dimensional single-band models might be suitable
to capture their fundamental physics.

phase diagram Cuprates give rise to a rich phase diagram. By modifying the
doping of the material (p), phases with extremely different macroscopic properties
can be attained. A sketch of a typical phase diagram is shown in Figure 3.1. Su-
perconductivity occurs within the area enclosed by the solid red line, the so-called
superconducting dome. The critical temperature TC(p) reaches its maximum value at

33
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Figure 3.1: Phase diagram of cuprates. At very low dopings (p), the cuprates are insulating
and antiferromagnetic (yellow area). When the hole concentration is increased,
they undergo a superconducting phase transition below the critical temperature
(TC, red dome). At the optimal doping (OP) TC is maximized. A pseudogap phase,
whose boundaries (T∗) are uncertain at low dopings, is observed in the underdoped
region of the phase diagram (blue area). Above T∗, cuprates behave as strange
metals. A gradual transition from the strange metal phase to the Fermi liquid one
occurs at high dopings.

the optimal doping (OP, p ∼ 0.16) and it decreases on both the underdoped (UD) and
overdoped (OD) sides of the phase diagram. Cuprates display peculiar properties also
outside the superconducting dome. At low dopings (p < 0.05), they are insulating
and antiferromagnetic. At high tempatures, they behave as strange metals and a
crossover to a Fermi-liquid phase is observed at higher doping. The most elusive
phase is the pseudogap one (PG, blue-shaded area) [2, 3]. The PG phase occurs only
in underdoped and optimally-doped cuprates below T∗(p) and is characterized by
intriguing properties which are typical neither of the superconducting (SC) phase nor
of the metallic one [4, 5, 6]. Importantly, angle-resolved photo-emission spectroscopy
(ARPES) and tunneling measurements revealed the presence of an electronic gap that
would be an indication of early pair formation [7, 8, 9, 10]. Whether the PG phase
constitues a phase of its own (with its peculiar properties and symmetries) or it is
a precursor of the SC one in which Coopers pairs are formed yet lack long-range
phase coherence, is still currently debated [11, 12].

electronic structure The macroscopic properties of cuprates arise from
the electronic structure of the CuO2 plane, sketched in Figure 3.2a. In the parent
compound (undoped material), each Cu atom is stripped of 2e− and left in the 3d9

configuration because of the oxygen high electronegativity. The Cu ion has therefore
a single hole with dx2−y2 symmetry. While conventional band theory would predict
such systems to be metals (odd number of electrons per Cu site), they turn out to
be Mott insulators due to the strong electronic correlations. The on-site Coulomb
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Figure 3.2: Electronic structure of cuprates. a) Representation of the Cu 3dx2−y2 and O
2px,y orbitals within the CuO2 plaquette. The charge-transfer of a Cu 3dx2−y2 hole
to its neighbouring O 2px,y states is indicated by the yellow arrow. b) Density of
states indicating the Hubbard splitting and the charge-transfer transition in the
parent compound.

repulsion U splits the Cu d-band into a full lower (LHB) and an empty upper Hubbard
band (UHB), as illustrated in Figure 3.2b. The LHB and the UHB are separated in
energy by U ∼8-10 eV and the O 2p band falls inside this gap, 2 eV below the
UHB. In the parent compound, the transition from the O 2p band to the UHB is
the lowest-energy one and represents the charge-transfer (CT) of the Cu 3dx2−y2

hole to its neighboring O 2px,y states. As a consequence, a charge-transfer gap
(∆CT) emerges in the density of states, which constitutes the lower bound of the
electron-hole continuum [13, 14].

Upon doping, the CT-gap is filled with states accounting for the itinerant carriers.
These intragap transitions are generally related to many-body mixed Cu-O states
involving a local Cu 3d hole antiferromagnetically coupled to a 2p hole shared among
the four surrounding oxygens (Zhang-Rice singlet states) [15, 16]. Dynamical mean
field theory calculations show that the Fermi level lies within this hybridized band
[17, 18].

3.1.1 Optical properties of cuprates

The possibility of probing the sample on a very broad energy range (from the THz
to the UV) makes optical techniques exceptional tools to selectively study different
degrees of freedom in cuprate systems and their possible involvement in the onset of
superconductivity. In Appendix A we review the main optical quantities that will
be used in the following and the derivation of the Drude-Lorentz dielectric function
that models the equilibrium optical response of HTSC.

The optical properties of cuprates are dictated by the electronic structure discussed
above (Figure 3.2b) and the main features are common to most samples. In Figure
3.3a we show the ab-plane reflectivity of a prototype cuprate measured at room
temperature by spectroscopic ellipsometry [19]. The dressed plasma frequency ω̄P,
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Figure 3.3: Transfer of spectral weight. a) Reflectivity of a prototype cuprate
(Bi2Sr2Ca0.92Y0.08Cu2O8+δ at T=300 K [19]). The vertical line indicates the
dressed plasma frequency ω̄P. b) RIXS spectra of Bi2212 measured in ref. [20] at
different dopings.

the frequency at which the real part of the dielectric function vanishes (ε1(ω̄P) = 0),
identifies two regions in the plot:

• the low-energy side is dominated by the tail of the zero-frequency Drude
response of the free carriers and by additional mid-infrared excitations (E ∼
0.5 eV) that are possibly related to transitions between the Hubbard bands and
states close to the Fermi energy [21];

• the high-energy side is instead reminiscent of a CT-like absorption edge (E >
2.5 eV).

The assignment of the excitations that give rise to the structures within the energy
window spanning from 1.25 to ∼2 eV is still controversial. It has been proposed
that they arise from the transitions involving the Cu-O mixed band and states at
the Fermi energy [17, 19]. On the other hand, resonant inelastic x-ray scattering
(RIXS) measurements showed that the dd orbital transitions dominate the excitation
spectrum at these energies (Figure 3.3b) [22, 23] and their possible involvement in
the pairing mechanism has been recently suggested [20].

Unconventional spectral weight transfer

As a consequence of the conservation of the total number of charge carriers, the
spectral weight contained in the optical conductivity must satisfy the frequency-sum
rule: ∫ ∞

0
σ1(ω) dω =

πne2

2m
= A (3.1)

where σ1 is the real part of the conductivity and n, e and m are the electronic density,
charge and mass, respectively. In Figure 3.4a (top panel) we have indicated with AN

and BN the spectral weight associated to the low- and high-energies, respectively.
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Figure 3.4: Transfer of spectral weight. a) Real part of the optical conductivity. Top
panel: spectral weight in the normal state at low (AN) and high (BN) energy.
Middle panel: redistribution of spectral weight in a conventional superconductor.
Gapped out weight flows into a δ function at zero frequency. Bottom panel:
additional weight in the δ function is transferred from high energies to satisfy
the sum rule. Adapted from ref.[24]. b) Low-energy (A1+D) and high-energy
(Ah) spectral weight as function of temperature in optimally-doped (top) and
underdoped (bottom) Bi2Sr2CaCu2O8+δ. The cut-off frequency has been set to
10000 cm−1. The insets show the derivatives. Taken from ref.[25].



38 dynamics of non-thermal states in y-bi2212

Importantly, the frequency-sum rule must hold at every temperature and this has
crucial consequences for superconductors.
When the SC condensate is formed below TC, the optical conductivity (Equation

A.16) has to take into account the presence of perfecty conducting charge carriers
(τ → ∞, where 1/τ is the scattering rate). In this limit, the optical conductiv-
ity becomes purely imaginary and proportional to ω−1. An additional δ-like real
component at zero frequency must be considered to satisfy the causality of the
Kramers-Kronig relations (Equation A.18), resulting in:

σD(ω) =
ne2

m

(
πδ(ω) + i

1
ω

)
(3.2)

Thus, in the superconducting state, further spectral weight associated to the conden-
sate (D) must be considered (Figure 3.4a, middle panel). As soon as the SC gap (2∆)
is formed, gapped out spectral weight flows into the δ component. A more general
conservation rule, the Ferrel-Glover-Tinkham rule [26], holds:

D = AN − ASC + BN − BSC (3.3)

where the superscripts N and SC refer to the normal and the superconducting
state, respectively. In conventional BCS superconductors the opening of the SC gap
triggers a rearrangement of the excitation spectrum only in an energy range that
is comparable with 2∆, while the high-energy contributions are unaffected by the
SC transition (BN = BSC in Equation 3.3 and middle panel in Figure 3.4a). On the
contrary, an anomalous redistribution of spectral weight at energies that are orders
of magnitude larger than 2∆ has been observed in cuprates [27, 25, 28, 24, 29, 30].
This means that the sudden emergence of the condensate spectral weight is partially
compensated also by high-energy excitations (bottom panel in Figure 3.4a).
This was directly observed in Bi2Sr2CaCu2O8+δ [25]. The dielectric function

of an optimally-doped and an underdoped sample was measured by spectroscopic
ellipsometry at different temperatures. In Figure 3.4b the spectral weight of the
low-energy (A1+D) and the high-energy (Ah) is reported as function of temperature,
showing that they have opposite trends. Below TC, a slight extra increase (beyond
the thermal contribution) in A1+D is observed, while Ah slightly decreases (insets in
the panels), demonstrating that there is a transfer of spectral weight from the high-
to the low-frequencies in the superconducting state. This further indicates that the
pairing mechanism in cuprates is unconventional and hints at a direct involvement
of the high-energy electronic excitations in the onset of high-TC superconductivity.

3.1.2 Superconducting gap

Another feature that distinguishes cuprate superconductors is the symmetry of the
SC gap. In conventional BCS superconductors, the phonon-mediated Cooper pairing
gives rise to a s-wave SC gap, that is isotropic across the first Brillouin zone. In
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Figure 3.5: d-wave superconducting gap in cuprates. a) Fermi surface in the first Brillouin
zone. b) Sketch of the modulus of the d-wave gap in the reciprocal space. |∆| is
the amplitude of the gap at the antinode. Adapted from ref. [35].

cuprates, it was soon realized through mid-infrared studies of the penetration depth
and phase-sensitive measurements that the gap has a strong momentum-dependence
that is consistent with a d-wave symmetry [31, 32, 33]. Depending on the direction
within the Brillouin zone (Figure 3.5a), the SC gap changes value: it reaches its
maximum amplitude (tens of meV) along the ΓM axis (antinodal direction) and
vanishes along the ΓX axis (nodal direction), as sketched in Figure 3.5b where we
plot only the modulus of the gap.
This inherent anisotropy has important consequences on the ground state of the

condensate because it implies that the amount of energy required to break a Cooper
pair into two quasiparticles (QP) depends on its momentum [34]. Superconducting
electrons are strongly bound for k parallel to the Cu-O bond direction, whereas they
are not paired at all for k along the Cu-Cu direction, that is the diagonal of the CuO2
plaquette. This entails that, while at the antinode electronic transitions are permitted
only at energies larger than the SC gap, all transitions are allowed at the nodes. Even
in the limit of T → 0, long-lived nodal excitations are always present and dominate
the thermodynamical properties at the equilibrium.
In this respect, although momentum-sensitive experimental techniques (such as

electronic Raman scattering and ARPES) are convenient tools to resolve the gap
symmetry, they have the major drawback - common to all static approaches - of
probing the system in its thermal state, in which the presence of a high number of
thermal excitations prevents a clear assessment of the nodal excitation spectrum.

3.2 motivation

Understanding how the momentum distribution of the electronic excitations con-
trols the d-wave SC gap is one of the keys to advance the field and, arguably, a
way to distinguish between the many microscopic models proposed for cuprates
superconductors [36, 37, 38].

Here, we exploit non-equilibrium optical spectroscopy based on long wavelength
pulses to overcome the limitation intrinsic to equilibrium techniques. Photo-excitation
by ultrashort laser pulses injects in the system excess QPs, which perturb the initial
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equilibrium distribution [39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. We leverage on this
aspect to prepare the system into a tailored non-thermal state. While there is direct
indication that high-photon energy pulses (>1.5 eV) excite a QP population that
is mainly localized in the antinodal regions of the Fermi surface [43, 44, 47], the
effect of the photo-excitation by low-photon energy pulses (i.e. smaller than the
SC gap) has been little investigated. Evidence of transient SC phases triggered by
long-wavelength electric fields has been reported [49, 50, 51, 52, 53, 54], suggesting
that low-photon energy excitation may lead to different transient electronic states.

To disentangle the effects of high- and low-photon energy excitation, we employ
the three-pulse scheme described in Chapter 2, which combines a near-infrared
(hνNIR ≫ 2∆SC) pump, a mid-infrared (hνMIR ≤ 2∆SC) pump and a white-light
probe (1.5-2 eV), as illustrated in Figure 3.6a. The rationale of our approach is to use
the first pump to drive the system into a non-thermal state, and then measure the
subsequent QP dynamics using the second pump-probe sequence. The broadband
detection window enables the measurement of the transient high-energy dielectric
function of the sample, thus allowing to directly probe the involvement of the high-
energy electronic excitations lying in that spectral range.

3.2.1 The experiment

We carried out time-domain optical measurements on a freshly cleaved sample of
optimally-doped Bi2Sr2Ca0.92Y0.08Cu2O8+δ (Y-Bi2212) at different temperatures.
The sample displays a SC phase below TC = 96 K, and a PG pseudogap (PG) phase
between TC and T∗ = 135 K. Above T∗, the system behaves as a strange metal [55].
The absolute value of the d-wave gap in reciprocal space is sketched in Figure 3.6d.
The antinodal gap amplitude is 2∆SC ∼ 75 meV [56].

As sketched in Figure 3.6a, the three pulses propagate along the c-axis (orthogonally
to the Cu-O plane). The pump beams are co-polarized, while the probe polarization is
orthogonal to the pumps; the polarization of the impinging beams with respect to the
CuO2 plaquette can be adjusted by rotating the sample with a piezoelectric rotator
in the vacuum chamber. The sample has been oriented through X-ray diffraction
measurements, performed in collaboration with L. Barba and G. Chita at the beamline
XRD1 at Elettra Sincrotrone Trieste.1

The chopped detection described in Section 2.3.1 allows to measure, for each delay
t̄ of the probe beam, the broadband transient change in reflectivity induced by the
pumps is measured, as illustrated in Figure 3.6b. By tuning the time delay T between
the pump pulses, the order of arrival of the pumps can be swapped. This enables
to determine, within the very same measurement, how the photo-excitation by the
first impinging pump modifies the dynamics measured by the second pump-probe
sequence.

1 Elettra Sincrotrone Trieste S.C.p.A., 34127, Basovizza, Trieste, Italy.
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Figure 3.6: Time-dependent broadband measurements of dielectric function upon
photo-excitation above and below the superconducting gap. a) Sketch of
the three-pulse experimental setup. “WLG” stands for White-Light Generation,
“DFG” for Difference-Frequency Generation. “T” indicates the delay between the
two pumps, “t” the delay between the near-infrared pump and the supercontin-
uum probe. The sample orientation (φ) can be adjusted by a piezoelectric rotator
mounted. b) Example of a transient reflectivity measurement (grey circles) and
corresponding differential fit to the data (solid line) at fixed t̄ for the near-infrared
(blue) and mid-infrared (red) pumps, simultaneously acquired. This is a represen-
tative frame of the full T-dynamics. c) Imaginary part of the dielectric function
obtained through a Kramers-Kronig constrained Drude-Lorentz fit of the dielectric
function of Y-Bi2212 at T=20 K (data published in ref. [19]). The grey-shaded
area accounts for the Drude peak and includes the low-energy contributions. The
blue-shaded area indicates the high-energy contributions (HEC). The red peaks
correspond to the oscillators that overlap with our probing window. The red
pattern indicates the oscillator at ω0 = 2 eV that is the focus of our studies. d) First
Brillouin zone and absolute value of the superconducting gap in the reciprocal
space for a d-wave superconductor. The blue and the red arrows represent the
above- and below-gap photo-excitation, respectively.
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3.3 eqilibrium optical properties of y-bi2212

As discussed in Section 3.1.1, the equilibrium optical properties of cuprates are mainly
determined by the Cu 3d and the O 2p orbitals within the CuO2 plaquette. In Figure
3.6c, we plot the imaginary part of the dielectric function of an optimally-doped
Y-Bi2212 sample measured at T=20 K by spectroscopic ellipsometry (adapted from
ref. [19]). While the low-energy side (hν< 1.25 eV) of the dielectric function is
dominated by the tail of the Drude response of the free carriers, the high-energy side
is reminiscent of a CT-like absorption edge (hν> 2.5 eV). The interband transitions
give rise to a structured absorption in the region extending from 1.25 to 2 eV. As
indicated by the grey-shaded area, our broadband probe overlaps with this window,
directly enabling the measurement of the impulsive modification of these states.

3.3.1 Static Drude-Lorentz fit

In order to quantitatively estimate the pump-induced changes in the electronic
excitations, we fitted the static dielectric function of the material using a Drude-
Lorentz model (see Appendix A) consisting of a Drude peak (εD) and a sum of
Lorentzian oscillators to account for the electronic transitions (∑i εi

L). We have used
the ellipsometry data published in refs. [19, 57], in which the authors measured the
dielectric function and the static reflectivity of an optimally-doped Y-Bi2212 sample
at three different temperatures (20, 100 and 300 K), corresponding to the SC, PG and
normal phases, respectively. Unlike refs. [19, 45], we have used a simple Drude peak
instead of an extended Drude model to fit the low-energy side of the spectrum, as
the main focus of our study is the optical response in the visible region overlapping
with our broadband probe and not the low-energy mid-infrared transitions.

We used the Reffit tool [58] to obtain a Kramers-Kronig constrained fit to the data,
using Equation A.15. The Drude peak is included in the sum as an oscillator at ω0=0
and this parameter is kept fixed during the fitting procedure. The phenomenological
parameter ε∞ accounts for the higher-energy bands outside the measured range and,
for consistency, has also been kept fixed and equal to the one given by ref. [19].
We plot in Figure 3.7 the energy-dependent reflectivity at the three temperatures
obtained through the Drude-Lorentz fitting and calculated using Equation A.17. The
three curves in Figure 3.7 overlap on the high-energy scale and differ mainly below
the CT edge (<2 eV). We summarize in Table B.1 the best fitting parameters in the
three phases.

In agreement with ref. [19], we found that three oscillators are sufficient to fit the
dielectric function in the energy range 1.25-2 eV and they correspond to the three
red Lorentzian peaks in Figure 3.6c. We highlighted with a red pattern the transition
centered at 2 eV that will be the focus of our time-domain studies.
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Figure 3.7: Static reflectivity at different temperatures (logarithmic scale). Raw data
taken from refs. [19, 57] and fitted via a Drude-Lorentz model. The best fitting
parameters are reported in Table B.1.

3.4 selective photo-excitation in the superconducting phase

The study of the dynamics of the sample in a tailored non-thermal state relies on the
knowledge of the QP dynamics in the system that is initially at equilibrium. In this
section, we focus on the characterization of the sample response to a single excitation
with photon energy either below or above the SC gap.

In Figure 3.8a,c, we compare the broadband transient reflectivity upon photo-
excitation in the SC phase by the MIR pump and the NIR pump, respectively. The
polarization of both pumps was parallel to the CuCu axis, as illustrated in the top
inset. The measurements have been performed at low pumping fluences (ϕ < 30
µJcm−2) to avoid the complete vaporization of the condensate [41]. To guarantee a
meaningful comparison between the signal at high- and low-pump photon energy, we
tuned the intensity of the pumps to have comparable ∆R/R amplitude at fixed probe
energy. An estimation of the errors associated to the time- and energy-dependent
reflectivity maps is given in Appendix C. Although the transient change in reflectivity
is positive over the entire probing window (in agreement with the one measured in
ref. [19] with a 1.55 eV pump pulse), the dynamics of the signal displays a dependence
on the photon energy of the pump. This difference is more pronounced at low probe
energies, where the black cuts (hνpr = 1.59 eV) in Figure 3.8a,c are selected.
Motivated by the distinctive gap anisotropy of the sample and its anisotropic

response to long-wavelength pulse excitation that we have recently reported [54, 59],
we have investigated how the broadband response changes according to the polariza-
tion of the pump beams. In Figure 3.8b,d, we show the time- and spectrally-resolved
transient reflectivity for the pump polarizations parallel to the direction of the Cu-O
bond (CuO axis). We observe that, in both maps, the transient reflectivity changes
sign at approximately 1.7 eV and displays a negative dynamics below this threshold
(black cuts in Figure 3.8b,d). We stress that reducing the pumping fluences does
not qualitatively affect the spectral dependence of the response in this polarization
configuration (Section 3.4.2), confirming that the measurements are performed in the
linear regime.
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Figure 3.8: Polarization-dependent pump-probe measurements for below- and above-
gap photo-excitation in the superconducting phase. a-b). Broadband tran-
sient reflectivity upon a photo-excitation by mid-infrared pulses (70 meV) for a
pump pulse polarized along the CuCu and the CuO axis, respectively. The black
line is a cut at 1.59 eV. The MIR-pump fluence was ϕMIR=28 µJcm−2 and the
sample temperature T=74 K. c-d) Same as a-b) but for a high-energy near-infrared
photo-excitation (1.44 eV) and fluence ϕNIR=19 µJcm−2.
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Figure 3.9: Interband oscillator dynamics in the superconducting phase. a) Results of
the differential fits of the measurements in Figure 3.8a,b. The grey curves show
the normalized transient change in the central frequency of the oscillator at ω0=
2 eV for both the pump polarizations. The orange (red) curve is the normalized
transient change in the spectral weight (SW) for the pump polarized along the
CuCu (CuO) axis. b) Same as a) but for the above-gap photo-excitation.

3.4.1 Differential fits

In order to understand the origin of the structured reflectivity observed, we performed
a differential fit of the maps based on the equilibrium dielectric function (εeq(ω))
discussed in Section 3.3.1. The key idea of the analysis is to modify the minimum
number of parameters that model εeq(ω) in order to fit, at every time delay, the
transient broadband reflectivity measured. A detailed discussion of the differential
fits analysis is given in Appendix D.
The analysis revealed that only a transient change of the Lorentzian oscillator

centered at 2 eV is sufficient to reproduce our data. In particular, we found that the
photo-excitation results in a blueshift of the central frequency (ω0) of this oscillator
and in a change of its spectral weight (SW), defined as SW ∝

∫ ∞
0 ωε2(ω) dω,

where we performed the integration over the whole energy axis of the measured
εeq(ω). We stress that the dynamics of ω0 and SW are uncorrelated and thus these
two parameters constitute a good pair of candidates to consistently describe the
measurements (Figure D.2).
We show in Figure 3.9 the results of the differential fits for the below- and the

above-gap photo-excitation, respectively. We plot the relative change of ω0 and SW
as function of the pump-probe delay for both the pump polarizations in each panel
and, to facilitate the comparison between the curves, we normalize the dynamics on
the maximum positive value. The maximum pump-induced blueshift of the oscillator
is of the order of ∼1 meV. The dynamics of the blueshift does not depend neither on
the pump photon energy nor on the pump polarization: the dynamics in all the four
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combinations (grey curves in Figure 3.9) can be well described by a single-exponential
with a decay time equal to∼1.5 ps. The dynamics of the SW is instead more peculiar.
When the sample is photo-excited by the above-gap pump (Figure 3.9b), the dynamics
is characterized by a fast-decaying component, superimposed to an additional slower
decay.
It is interesting to note that this behaviour is reminiscent of the dynamics of the

transient single-colour reflectivity (at 1.55 eV) measured in other works [41, 60]. In
particular, the fast peak is commonly ascribed to the incipient melting of the SC
phase due to the sudden photo-injection of hot QP that non-thermally close the gap.
The emergence of the second peak, which is farther delayed in time the more intense
the photo-excitation is, is instead associated to the antinodal recovery dynamics
of the condensate, that in Bi2212 has been observed to set in within a few ps [61].
However, this peculiar transient reflectivity response is not a universal feature of
the sample and ultimately depends on the experimental parameters [35, 60]. Here,
by fitting the transient dielectric function and thereby overcoming the limitations
intrinsic to single-colour pump-probe measurements, we show that this dynamics
is directly mapped into the variation of spectral weight (probe-energy independent
quantity) and we thus confirm its general validity.
Interestingly, the absence of such dynamics in the MIR-induced SW change (Fig-

ure 3.9a) may be an indication that the recombination is different in this case. It
is generally accepted that excitation by high photon energy pulses results in the
accumulation of photo-injected QP at the antinodes of the SC gap, where the QP
recombination rate is faster with respect to the nodal directions [43, 44]. However,
photo-excitation by sub-gap pulses might not inject enough energy to excite QP at
the antinodes, leading to an anisotropic QP population mostly localized in the nodal
regions of the Brillouin zone. We note that increasing the fluence of the MIR pump
does not alter the dynamics of the photo-induced change in SW (Section 3.4.3), that
still lacks the recovery component.

Finally, the SW dynamics is also affected by the pump and the probe polarizations.
For both pump photon energies, the dynamics is faster when the pump is polarized
along the CuO axis, in correspondence with the antinodal direction. This further
suggests that, in this condition, the photo-induced quench of the SC gap is more
efficient [54, 59].

3.4.2 Fluence dependence

In this section, we study the reflectivity maps as function of the fluence of the
impinging pulses in the superconducting phase (T=74 K). The purpose of this analysis
is to study how the broadband reflectivity dynamics is affected by the increasing
intensity of the photo-excitation and to choose the right pumping fluences to work
with. In fact, high pumping fluences, in addition to causing effective thermal heating,
can drive nonlinear responses in the system, that would obscure the dynamics in the
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Figure 3.10: Fluence dependence of the mid-infrared pump. a). Color-coded transient
reflectivity maps as function of probe energy and pump-probe delay for different
mid-infrared pumping fluences (pump polarized along the CuO axis). b) Hori-
zontal cuts of the maps in a) at hν = 1.95 eV for all the fluences. Inset: fluence
dependence of the signal at t=100 fs, as indicated by the black arrow. c) Same as
b), but for hν = 1.59 eV.

linear excitation regime that we are interested in. We will restrict our discussion to
the data acquired with the pump polarized along the CuO axis of the sample.

mid-infrared pump fluence In Figure 3.10a, we plot the time- and energy-
dependent transient reflectivity for different mid-infrared (70 meV) pumping fluences.
From a qualitative point of view, the photo-excitation fluence does not affect the
energy-dependent response: all the maps show a positive signal at probe energies
greater than the about 1.68 eV and a negative one below. The pumping fluence that
we have used for the measurements discussed in the main text is ϕ=28 µJcm−2.

We plot in Figure 3.10b the positive dynamics at 1.95 eV (averaged over 50 meV)
for all the measured fluences. The dynamics is well described by a single exponential
decay and, even at the maximum fluence under exam, does not follow the double-
exponential decay reported by [41] for high-photon energy pumps (1.55 eV). In the
inset we plot the transient reflectivity at t=100 fs (as indicated by the black arrow) as
function of the fluence. The signal follows a linear trend for the first three fluences
examined and then becomes sub-linear. Importantly, the cuts at 1.59 eV (Figure
3.10, right panel) show that a negative transient reflectivity in this spectral region is
observed at all pumping fluences when the MIR pump polarization is parallel to the
CuO axis.
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Figure 3.11: Fluence dependence of the near-infrared pump. a). Time- and energy-
dependent transient reflectivity upon photo-excitation by near-infrared pulses
(polarized along the CuO axis) at different fluences. b) Horizontal cuts of the
maps in a) at hν=1.95 eV. Inset: fluence dependence of the signal at t=100 fs. c)
Same as b), but for hν=1.59 eV.

near-infrared pump fluence In Figure 3.11 we carry out the same analysis
as in Figure 3.10 but considering a photo-excitation by near-infrared pulses (1.44
eV) with variable fluence. In contrast to the mid-infrared photo-excitation, the
highest near-infrared fluence under exam initiates a dynamics at hν>1.7 eV that
is characterized by the emergence of a fast-decaying component at the overlap, as
observed in ref. [41] (Figure 3.11b). At lower fluences, the signal scales linearly, as
shown in the inset, and a single-exponential decaying dynamics is recovered. We
note that the measurements discussed in Figure 3.8 have been acquired with ϕ=19
µJcm−2. At lower probe energies, the negative signal appearing in this polarization
configuration is present at all fluences.
It is worth noting that the pair of MIR and NIR pumping fluences used for the

discussion in Figure 3.8 are different (ϕMIR=28 µJcm−2 and ϕNIR=19 µJcm−2), but
were chosen according to the following criteria: i) they both drive a linear optical
response in the material (as just discussed); ii) they lead to a relative change in
reflectivity on the high-energy side of the probe spectrum (∆R/R ∼5×10−4) that
is comparable. The fact that the two fluences are different is due to the equilibrium
properties of the sample, that is characterized by a lower absorption coefficient in
the mid-infrared region of the spectrum.

probe linearity We have tuned the probe fluence in order to study a possible
dependence of the signal on its intensity. Generally, the probe fluence should be
set to the lowest possible value in order to not perturb the sample and act as a
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Figure 3.12: Probe linearity. a). Reflectivity maps upon photo-excitation by a MIR pump
pulse (ϕMIR=14 µJcm−2) polarized along the CuO axis for a probe fluence equal
to 5 and 2 µJcm−2, respectively. c-d) Same as a-b) but for a NIR pump pulse
(ϕNIR=19 c-d)). e) The black (green) and the grey (yellow) lines are the dynamics
at hν = 1.95 eV (hν = 1.59 eV) of the MIR-induced reflectivity maps at 5 and 2
µJcm−2, respectively. f) Same as e) but for the NIR-induced reflectivity maps.

simple “spectator” of the pump-induced dynamics. When dealing with a white-
light supercontinuum instead of a quasi-monochromatic beam, this requirement is
harder to satisfy as the probe is diffracted on a multichannel detector in which each
photodiode detects just a very small fraction of its intensity.
We have measured the MIR- and NIR-induced dynamics at two different probe

fluences (5 and 2 µJcm−2) and studied the dynamics at two probe energies (1.59 and
1.96 eV), as illustrated in Figure 3.12. By comparing the reflectivity maps, it is clear
that the probe power does not qualitatively affect the dynamics of the signal upon
photo-excitation by neither the MIR pump nor the NIR one. However, reducing the
probe fluence by a factor of 2.5 significantly lowers the signal-to-noise ratio of the
measurements. The temporal cuts in Figure 3.12e,f show that the transient change in
reflectivity (for distinct probe energies) is quantitatively the same for both the probe
fluences under exam, as expected in a linear probing regime. For this reason, we have
decided to carry out the measurements using a probe fluence ϕpr = 5 µJcm−2, which
ensures, at the same time, a linear optical response and a higher signal-to-noise ratio.

3.4.3 Spectral weight dynamics at high fluence

The differential fitting procedure described in Appendix D has been used to study the
impulsive modification of the 2 eV oscillator in a linear perturbation regime (Figure
3.9). We found that, while the dynamics of the central frequency of the oscillator is not
affected by neither the pump photon energy nor the pump polarization, the dynamics
of the spectral weight is markedly different. In order to rule out the possibility that
this difference is mostly related to the different photo-excitation fluences used (and so
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Figure 3.13: Differential fits at high fluence. a). Left panel: time- and spectrally-resolved
reflectivity induced by a mid-infrared pump pulse polarized along the CuO axis
(ϕMIR = 56 µJcm−2). Middle and right panels: results of the differential fit as
function of the pump-probe delay in terms of the relative shift of the central
frequency and the relative change in the spectral weight, respectively. b) Same
as a) but for a near-infrared pump pulse (ϕNIR = 76 µJcm−2).

to a thermal effect) rather than to a genuine pump wavelength-dependent effect, we
fitted the time- and spectrally-resolved transient reflectivity upon photo-excitation at
the highest pumping fluence measured (ϕMIR = 56 µJcm−2) and ϕNIR = 76 µJcm−2)).
In Figure 3.13 we plot the color-coded reflectivity maps for the below- and the

above-gap photo-excitation, and the results of their differential fits. We remind that
all the fits have been performed by modifying only the central frequency and the
scattering rate of the 2 eV oscillator. We observe that, even in a strong perturbation
regime, the dynamics of the blueshift of the oscillator (δω0/ω0) is independent
from the photon energy of the pump and follows a single-exponential decay. The
spectral weight dynamics (δSW/SW), however, is again different. While the NIR-
induced spectral weight dynamics is characterized by a fast-decaying peak and by
the emergence of a delayed and slower dynamics, the MIR-induced response does
not display this second feature.

3.5 normal and pseudogap phases

The dependence of the broadband reflectivity on the photon energy and the polar-
ization of the pump pulse is peculiar of the SC phase. In Figure 3.14a,e we show the
time- and spectrally-resolved reflectivity measured in the normal (T=300 K) and in
the PG (T=105 K) phase upon photo-excitation by the MIR pump polarized along the
CuCu axis. The normal phase is characterized by a positive response, that decays
faster than the SC one. This is consistent with the literature and generally attributed
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Figure 3.14: Differential fits in the normal and pseudogap phases. a-b). Reflectivity
map and corresponding differential fit in the normal phase (T=300 K) upon photo-
excitation by a MIR pump pulse polarized along the CuCu axis. c) The open
circles are a temporal cut of the map in a) averaged over the region within the
dashed black lines. The solid line is the corresponding differential fit. d) Relative
transient change of the Drude scattering rate (Γ) in the four configurations of
pump photon energy (MIR or NIR) and pump polarization (//CuCu or //CuO
axis). e-h) Same as a-d) but in the pseudogap phase (T=105 K).

to the suppression of recombination processes due to the opening of the gap below
TC.

In Figure 3.14c we plot the time trace at hνpr = 1.68 eV, averaged over the region
within the dashed black lines in the map. The temporal trace at the same probe energy
at T=105 K is plotted in Figure 3.14. After an initial positive peak, the reflectivity is
negative; after ∼2 ps, a positive signal is restored.

Similarly to the differential analysis carried out in the SC phase, we fitted the maps
in Figure 3.14 a,e based on the dielectric function measured at T=300 K and T=100 K in
ref. [19]. Our analysis shows that, if the interband oscillators are arbitrarily freezed,
the transient reflectivity above TC can be fitted by modifying only the scattering rate
of the Drude peak (ΓD) in the dielectric function (Figure 3.14b,f), in agreement with
other works [19, 47, 62].

It is worth to note that the dynamics of ΓD is independent from the pump photon
energy and the pump polarization. In Figure 3.14d,h the four curves corresponding
to different pump wavelength and polarization nearly overlap, apart from a scaling
factor that could be due to a slightly difference in the pumping fluences used. This
suggests that the k-selectivity of the MIR pump photo-excitation is lost above the
critical temperature, as a consequence of the closure of the SC gap.

The outcomes of the differential fits above TC, however, poses the delicate question
on how to deal with the superconducting-to-pseudogap transition. When the PG
phase is approached from above, one parameter (ΓD) would seem sufficient to track
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the transition from the normal phase. This is not the case at TC, where the differential
fits would instead suggest a discontinuity in ourmodels. By performing a temperature-
dependent measurements across the SC transition, we will show in the next section
that a transient change of both the central frequency and the spectral weight of the 2
eV oscillator can equivalently account for the signal in the PG phase. The bandwidth
of our measurements is not sufficient to conclusively answer this question which we
believe stems from the nature of the PG phase itself, that might either compete with
the SC order or be its incoherent precursor [12, 63, 64].

3.6 response across the superconducting transition

In order to track the evolution of the spectral weight across the superconducting phase
transition, we have carried out temperature-dependent reflectivity measurements.
Our setup, which is equipped with a remote temperature control, allows for a full
characterization of the transient reflectivity ∆R(hν, t, T) within a single scan. This
has the advantage of minimizing possible artifacts (due, for example, to different
pumping fluences and pump-probe overlaps) and thus allowing for a more reliable
comparison between the reflectivity at different temperatures.

3.6.1 Measurements

In Figures 3.15 and 3.16 we plot the time- and temperature-dependent transient
reflectivity for four selected probe energies upon photo-excitation by the below-
and above-gap photo-excitation, respectively. We stress that, at fixed temperature,
these sets of measurements have been performed at the same time, by exploting the
simultaneous presence of the two pumps and the broad bandwidth of the white-light
probe. The polarization of the pump is indicated in the sketch on the left. What clearly
emerges from the comparison of all the maps is that the critical temperature (marked
by the dashed black line) cannot be univocally inferred from the measurements. A
temperature-dependent discontinuity can be detected in all the maps, but its features
strongly depend on the probe energies, as well as on the pump polarization and
photon energy.

In general, these differences are less distinct at higher probe energies (hν=1.9 eV)
and become more and more evident as the probe photon energy is decreased. At
hν=1.57 eV, the superconducting transition is marked by a change in sign (from
positive to negative when TC is approached from below) when the pump is polarized
along the CuCu axis; however, in the other polarization configuration, the transient
reflectivity is always negative and the superconducting transition is accompanied
instead by a smooth increase in the amplitude of the signal.
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Figure 3.15: Temperature-dependence upon sub-gap photo-excitation. a) Transient
reflectivity as function of temperature and pump-probe delay following the MIR
pump pulse (ϕMIR = 28 µJcm−2) at different probe energies, indicated in the title
of each panel. The pump pulse was polarized along the CuCu axis, as illustrated
by the sketch of the CuO2 plaquette on the left. The black dashed line marks the
sample critical temperature. b) Same as a) but for the pump polarized along the
CuO axis.

Figure 3.16: Temperature-dependence upon above-gap photo-excitation. a-b) Tran-
sient reflectivity as function of temperature and delay for different probe energies
after photo-excitation by the NIR pump (ϕNIR = 19 µJcm−2) polarized along the
CuCu and CuO axis, respectively.
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Figure 3.17: Temperature-dependent dynamics of the interband excitation. a) Tran-
sient reflectivity as function of temperature and time delay at fixed probe energy
(1.7 eV) upon photo-excitation by the MIR pump polarized along the CuCu axis
(ϕMIR=28 µJcm−2). b) Same as a) but as function of temperature and probe
energy at fixed time delay (200 fs). c) Time-dependent normalized transient
change in the central frequency of the ω0=2 eV oscillator for selected tempera-
tures measured in a). d) Time-dependent normalized transient change in spectral
weight for selected temperatures in a).
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Figure 3.18: Pump-induced change of the interband excitation across the supercon-
ducting transition. a-b) Transient change of the spectral weight of the 2 eV
oscillator at t=250 fs as function of temperature induced by the below- and the
above-gap excitation, respectively, polarized along the CuCu (gold) and CuO
(green) axis. The insets show the temperature-dependent transient change of
the central frequency of the oscillator at t=250 fs.

3.6.2 Temperature-dependence of the oscillator dynamics

We fitted the reflectivity maps using the model described in Section 3.4.1. As an
example, we plot in Figure 3.17a only the response to the sub-gap pump polarized
along the CuCu axis. At each temperature, the broadband response of the sample is
measured by the white-light probe (Figure 3.17b) and we select one specific probe
energy (1.7 eV) to plot the color-coded map in Figure 3.17a.

The results of the differential analysis are plotted in Figure 3.17c,d, where we show
the dynamics of ω0 and SW, respectively, of the 2 eV transition at different tempera-
tures, from the SC phase (red curves) to the PG one (blue curves). The dynamics of
the central frequency of the oscillator does not display a strong dependence on the
temperature and remains positive also above TC. On the contrary, the SW dynamics
abruptly changes sign when TC is approached.

In Figure 3.18 we plot the central frequency and the spectral weight as function of
temperature, in correspondence with the maximum pump-induced change (t=250
fs). The insets show the temperature dependence of ω0, indicating that no sharp
transitions occur at TC regardless of the photon energy of the pump and its polariza-
tion. On the other hand, the impulsive change of SW of the 2 eV interband oscillator
represents a good indicator of the SC phase transition (Figure 3.18a,b).

This analysis emphasizes once again the interplay between the condensate forma-
tion and the high-energy electronic excitations in the material. In fact, it is known
that at equilibrium a transfer of spectral weight from the high-energy spectral region
to the zero-frequency δ-function of the condensate occurs at TC, as discussed in
Section 3.1.1 [24, 26]. Following the same interpretation, the pump-induced spectral
weight change we observe below TC should be interpreted as a direct consequence
of the quench of the SC state, which in our measurements appear to be not directly
related to the shift of the central frequency of the 2 eV oscillator.
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Figure 3.19: Transient response of non-thermal states at T=74 K. a-b) Example of the
double-pump response measured in the experiment. The MIR pump impinges
on the sample 1 ps after ( T= + 1 ps) and 1 ps before (T= -1 ps) the NIR pump,
respectively. The x-axis is the time delay between the NIR pump and the white-
light probe. c) Broadband transient reflectivity upon photo-excitation by the MIR
pump on a system that has been previously (at t = 0 ps) excited by the above-gap
pump, as indicated by the blue Gaussian-shaped pulse. Both the MIR and the
NIR polarizations are parallel to the CuCu axis, as illustrated in the top sketch.
The pump fluences are ϕMIR = 28 µJcm−2 and ϕNIR = 19 µJcm−2. d) Same as a)
but for the pumps’ polarization parallel to the CuO axis. e-f) Same as c-d) but
for a swapped order of arrival of the pumps.

Interestingly, the excitation by above- and below-gap pumps yields different results.
While high-photon energy pulses, regardless of their polarization, quench the con-
densate at temperatures lower than the equilibrium TC (Figure 3.18b), sub-gap pulses
have an anisotropic effect (Figure 3.18a). When the MIR pump is polarized along the
CuO axis, the quench is similar to the one induced by high-photon energy pulses.
However, when the MIR polarization is parallel to the CuCu axis, the discontinuity
in the optical response associated to the SC transition occurs at higher temperatures.

The scenario that emerges is consistent with our previous observation of a SC-
like response in single-colour reflectivity measurements enhanced by MIR pulses
polarized along the CuCu axis [54]. In this regard, the employment of a broadband
probe and thus the use of the spectral weight as an observable enable us to provide a
more general result. Importantly, our measurements highlight that the anisotropy of
the sub-gap pulses arises from the anisotropic response of the high-energy electronic
excitation to the perturbation, which in turn affects the dynamics of the condensate.
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3.7 optical response of non-thermal states

The anisotropy found between the excitation through above- and sub-gap pulses
suggests that the transient non-thermal states photo-induced by these two pertur-
bations are different. In particular, the single-pump measurements showed that i)
the dynamics of the spectral weight of the 2 eV oscillator photo-induced by the NIR
and MIR pump is different in the SC phase ii) its temperature-dependence marks the
onset of superconductivity and revealed that high-photon energy pulses dynamically
quench the condensate more efficiently.

In order to understand the origin of such anisotropy, we study here the dynamical
response of a sample previously prepared in a non-thermal state by the photo-
excitation with a first impinging pulse. The rationale of the approach is that, depend-
ing on the photon energy of the first pump, the resulting non-thermal QP distribution
across the Brillouin zone is expected to be different. A second pump-probe sequence
is then employed to measure the broadband transient response of the photo-induced
non-thermal state. We have delayed the second pump-probe sequence by 1 ps with
respect to the first pump: this choice guarantees that the initially excited QP are
not completely relaxed before the arrival of the second pump [61] and, at the same
time, avoids possible coherent artefacts arising from the temporal overlap of the two
pumps.

3.7.1 Measurements

Experimentally speaking, the synchronized rotation of the pumps’ optical choppers
enables the acquisition, at every time delay between the first and the second pump
(T), of the double-pump response, as illustrated in Figure 3.19a,b. These maps contain
the response to both the MIR and the NIR pumps that are properly delayed in time, as
indicated by the coloured vertical lines. At the same time, the single-pump response
to both the pumps are also recorded. The direct subtraction between the double-
pump maps and the single-pump ones allows for a full characterization of the sample
dynamics probed either in its ground or excited state.
As an example, in Figure 3.19c we plot the point-by-point subtraction between

the double-pump response at T=+1 ps and the single-pump NIR one (impinging on
the sample at t=0, as indicated by the blue Gaussian). The result of the subtraction
is the response to the MIR photo-excitation of a system that, at the moment of the
interaction with the MIR pump, is no longer in its thermal state, but has been driven
into a transiently excited state by the NIR pump. The study of Figure 3.19c represents
therefore a direct way to access the dynamics of the excited state.

In Figure 3.19c,d we plot the MIR-induced broadband dynamics in a sample previ-
ously excited by the NIR pump. The two maps differ by the polarization configuration
used: both the pumps are polarized along the CuCu axis in c) and along the CuO axis
in d). In Figure 3.19e,f the order of arrival of the two pumps is swapped, and we plot
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instead the NIR-induced change in reflectivity in a sample previously excited by the
MIR pump.
The comparison between Figure 3.19 and the single-pump responses in Figure

3.8 highlights once again that the optical response strongly depends on the photon
energy of the pump. Specifically, the time- and energy-resolved response to the
NIR pump is the same regardless of the initial state of the sample, be it thermal
(Figure 3.8c,d) or “prepared” by the MIR pump (Figure 3.19e,f). On the contrary, the
response to the MIR pump is different in the two scenarios in both the polarization
configurations. In particular, the MIR-induced dynamics is faster when the sample
has previously interacted with the NIR pump (Figure 3.19a,b) than when the sample
lies in a thermal state (Figure 3.8 a,b). From a qualitative point of view, the maps in
Figure 3.19a,b resemble the ones in Figure 3.8c,d, i.e. the transient reflectivity maps
upon photo-excitation by the above-gap pump.

3.7.2 Spectral weight dynamics

In order to gain a deeper understanding of these dynamics, we have carried out
a differential fit of the reflectivity maps in Figure 3.19c-f. We plot in Figure 3.20
the results of the measurements. For clarity, we plot only the dynamics of the SW
obtained through the differential fits, as we observed no difference in the dynamics
of the ω0 of the 2 eV oscillator.
The comparison of the SW dynamics photo-induced by the high-photon energy

pulses with or without the previous interaction with the low-photon energy pump
reveals that the dynamics is not affected by the initial state of the sample, be it at the
equilibrium or driven into a non-thermal state by the excitation with the sub-gap
pump (Figure 3.20a,b). On the contrary, if the order of the two pumps is reversed
(i.e. the NIR pump prepares a non-thermal state that is subsequently photo-excited
by the MIR pump) the SW dynamics is markedly different (Figure 3.20c,d). When
a QP population is excited by the above-gap pump, the SW dynamics revealed by
the sub-gap pump, regardless of the pumps’ polarization, is qualitatively similar to
the one measured by the NIR pump only, featuring an initial fast-decaying response
superimposed to a slower delayed dynamics.
Importantly, this difference is peculiar of the SC phase. In Figure 3.20e we plot

the differential reflectivity (∆∆R/R) across the SC phase transition, obtained as the
difference between the response to the MIR photo-excitation of the sample at the
equilibrium and of the sample excited in a non-thermal state by the NIR pump, as
illustrated in the sketch on top of the panel. The differential signal vanishes above
TC (dashed black line), indicating that the response in the PG phase is not affected
by the previous above-gap photo-excitation.
The picture that emerges is that the anisotropy found between high- and low-

photon energy excitations is closely related to the presence of the SC gap. When
the gap is open, its d-wave symmetry makes the distribution of photo-injected QP
dependent on the photon energy of the perturbation. While NIR pulses deliver
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Figure 3.20: Transient response of non-thermal states at T=74 K. a-b) The black line
indicates the spectral weight dynamics photo-induced by the NIR pump in a
sample (T=74 K) initially at the equilibrium (as in Figure 3.8f). The blue dots
represent the same dynamics, but for a sample excited 1 ps earlier into a non-
thermal state by a sub-gap photo-excitation co-polarized with the NIR pump.
The pumps’ polarization are sketched on top of the panels. c-d) Same as a-b) but
for the spectral weight photo-induced by the MIR pump with (red) and without
(black) a previous excitation with the NIR pump. e) Temperature-dependent
differential signal obtained by subtracting the single-pump responses from the
joint response measured with both pumps. The NIR pump photo-excites the
sample 1 ps before the MIR pump, which interacts with the sample at t=0 (as
sketched on top of the panel). The time in the map (horizontal axis) is the delay
between the MIR pump and the white-light probe. f) Sub-gap photo-excitation
of a uniform, non-thermal quasiparticle distribution previously excited by the
high-photon energy pump.

sufficient energy to excite QP throughout the entire Brillouin zone, MIR pulses target
mostly the nodal regions as they are not energetic enough to initiate transitions
at the antinodes. As a consequence, when the sub-gap pump prepares the system
in a non-thermal state, the dynamics measured by the NIR pump is not modified
because the second pump itself injects a homogeneous QP distribution. However,
when the order of arrival is swapped, the dynamics measured in a thermal or in a
non-thermal state is clearly different. This is sketched in Figure 3.20f. If the system
is previously excited by the NIR pump, a uniform QP distribution is excited (blue
glowing line). The subsequent MIR pump (that, at the equilibrium, would not deliver
enough energy to excite the antinodes, as indicated by the horizontal dashed black
line) can now couple to the pre-excited homogeneous QP distribution, giving rise
to a recombination dynamics that is qualitatively similar to the one initiated by the
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photo-excitation with high photon energy alone. Above TC, this difference vanishes
and the momentum-selectivity of the MIR excitation is suppressed.

3.8 conclusions

In summary, we found that the transient response in optimally-doped Y-Bi2212 below
TC can be fully accounted for by the blueshift and the impulsive change of spectral
weight of an interband oscillator at 2 eV. The measurements do not clarify the nature
of this excitation, that, based on previous reports, could involve either in-plane
Cu-O excitations or dd orbital transitions. Importantly, we observe that, while the
blueshift of the 2 eV oscillator is not affected by the colour of the pump, the dynamics
of its spectral weight is sensitive to both the pump photon energy and the pump
polarization, and displays a clear signature of the onset of superconductivity. We used
the spectral weight dynamics as an observable to study the response of the sample
to the subsequent excitation by the near-infrared and the mid-infrared pumps. Our
measurements confirm that, while NIR pulses produce an accumulation of QP at the
antinodes, MIR ones mostly inject electronic excitations in the nodal regions. These
results indicates that the dynamical control of the momentum-dependent distribution
of non-thermal QP may be achieved by the selective tuning of the photo-excitation.
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a drude-lorentz oscillator model

The Drude-Lorentz model relates the macroscopic optical properties of materials to
their microscopic electronic structure. In this model, electrons are bound to the nuclei
via an elastic force and driven by the oscillating electric field [65]. Starting from the
equation of motion of electrons in such picture, we will derive in the following the
dielectric function and the main optical properties of solids.

Polarization in dielectric materials

In non-conducting isotropic media the macroscopic polarization is the result of the
electrons’ displacement r from their equilibrium position:

P = −Ner (A.1)

where N is the number of electrons per unit volume. When the displacement arises
from the application of an external electric field E, the resulting polarization depends
on its oscillating frequency ω. In the most simple case of a static field (ω = 0), the
force equation for an electron that is bound elastically with force constant K to its
nuclues is −eE = Kr, so the polarization reads:

P =
Ne2

K
E (A.2)

When dealing with time-varying electric fields, the full differential equation of
motion of the electrons must be considered. In the Drude-Lorentz model, the electrons
bound to their nuclei behave as classical damped harmonic oscillators:

m
d2r
dt2 + mγ

dr
dt

+ Kr = −eE (A.3)

where m and e are the electron mass and charge, respectively. The damping term
mγ(dr/dt) does not have a specific microscopic origin, but accounts for the collisions
among the charges and prevents the divergence of the oscillations for a resonant
driving field. If we consider the electric field to oscillate in time according to the
factor e−iωt, the equation of motion becomes:

(−mω2 − iωmγ + K)r = −eE (A.4)

The more general expression of Equation A.2 is therefore:

P(ω) =
Ne2

m
1

ω2
0 − ω2 − iγω

E (A.5)

where we have defined ω0 =
√

K/m to be the effective resonance frequency of the
electrons.
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The Drude-Lorentz dielectric function

In order to derive how the polarization affects the propagation of light in the material,
we need to solve the wave equation. In non-magnetic materials with no external
charges and currents, the Maxwell equations are:

∇× E = −µ0
∂H
∂t

(A.6)

∇× H = ε0
∂E
∂t

+
∂P
∂t

+ J (A.7)

∇ · E = − 1
ε0
∇ · P (A.8)

∇ · H = 0 (A.9)

By taking the curl of Equation A.6 and substituting the time derivative of Equation
A.7, one gets the general wave equation for the electric field:

∇× (∇× E) +
1
c2

∂2E
∂t2 = −µ0

∂2P
∂t2 − µ0

∂J
∂t

(A.10)

where the terms on the right side of the equation are the source terms due to the
presence of polarization and conduction charges, respectively. If we restrict the
discussion to dielectric media only (J = 0) and note from Equation A.8 that∇ · E = 0
due to the linear relationship between P and E, we get:

∇2E =
1
c2

(
1 +

Ne2

mε0

1
ω2

0 − ω2 − iγω

)
∂2E
∂t2 (A.11)

If we consider a solution of the form of a plane harmonic wave (E = E0ei(K(ω)z−ωt)),
we get by substitution that a possible solution is given by:

K(ω)2 =
ω2

c2

(
1 +

Ne2

mε0

1
ω2

0 − ω2 − iγω

)
(A.12)

This quantity is directly related to the complex index of refraction through the
relation:

N (ω) = n(ω) + ik(ω) =
c
ω
K(ω) (A.13)

where n(ω) is the ordinary refractive index and k(ω) is the extinction coefficient.
By defining the dielectric function as the square root of the complex refractive

index, we get:

ε(ω) = ε1(ω) + iε2(ω) = 1 +
ω2

P
ω2

0 − ω2 − iγω
(A.14)
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where we have defined ω2
P = Ne2

mε0
as the plasma frequency that is proportional to

the number of carriers that are involved in the transition. The imaginary part of
the dielectric function has a Lorentzian shape which is centered at the transition
frequency ω0 and whose spectral weight (or oscillator strength) is proportional to ωP.
Finally, in Equation A.14 we have tacitly assumed that all electrons are subject to
the same identical force. In a real material, several optical transitions are allowed
that can be all modelled as interband Lorentzian oscillators. The plasma frequencies
weight each transition according to the fraction of electrons involved. Moreover,
also free carriers contribute to the final expression of the dielectric function and
their contribution can be modelled as an oscillator centered at ω0 = 0. This term is
the so-called Drude peak and accounts for the response of unbound charges to the
driving electric stimulus. The more general Drude-Lorentz dielectric function can be
written as:

ε(ω) = ε∞ −
ω2

P,D

ω2 + iγDω︸ ︷︷ ︸
Drude peak

+ ∑
i

ω2
P,i

ω2
i − ω2 − iγiω︸ ︷︷ ︸

Lorentz interband oscillators

(A.15)

where ϵ∞ is a phenomenological parameter that accounts for the higher energy
oscillators that are not included in the summation. Ideally, if all transitions are
considered it should be ε∞ = 1.

Once the dielectric function is known, all the optical properties can be derived.
In particular, the optical conductivity and the reflectivity at normal incidence read,
respectively:

σ(ω) = σ1(ω) + iσ2(ω) = i
ω

4π
(ε(ω)− 1) (A.16)

R(ω) =

∣∣∣∣∣1 −
√

ε(ω)

1 +
√

ε(ω)

∣∣∣∣∣
2

(A.17)

kramers-kronig relations As ε(ω) is causal response function, its real and
imaginary parts are mutually related by the Kramers-Kronig (KK) relations:

ε1(ω) = ε∞ +
1
π
P
∫ +∞

−∞
dω′ ε2(ω

′)

ω′ − ω

ε2(ω) = − 1
π
P
∫ +∞

−∞
dω′ ε1(ω

′)− ε∞

ω′ − ω

(A.18)

where P is the Cauchy’s principal value. The KK relations are particularly useful
because they allow to retrieve the real/imaginary part of ε(ω) if, for example, its
counterpart is experimentally available over a broad frequency range. Analogously,
if raw reflectivity data are collected over a sufficiently broad range, both ε1(ω) and
ε2(ω) can be inferred [66, 67], thus giving access to all the optical properties of the
material.



64 dynamics of non-thermal states in y-bi2212

Extended Drude model

The strength of the Drude-Lorentz model is that it has proved adequate to describe a
large class of materials, from perfect metals to insulators. However, when many-body
effects are dominant, such as in HTSC, an extended version of the formalism can be
developed to more appropriately address the low-energy optical response [30, 21]. In
this respect, the main limitation of the standard model lies in the treatment of the
unbound charges, that are included in Equation A.15 as a uniform free electron gas.
In order to account for the band structure, a renormalized effective mass m∗ must
be considered in the expression of ωP instead of the bare electron mass m and the
damping term must include the scattering rate from the impurities. Moreover, if the
electronic degrees of freedom are coupled to bosonic excitations characterized by a
typical spectral distribution, the scattering rate must be dependent on the frequency.
This physics can be described within the extended Drude model (EDM) in which
the frequency-independent scattering rate in Equation A.15 is phenomenologically
replaced by a complex frequency-dependent scattering rate (or memory function

M(ω)) [68]:
γD → γ̃D(ω) = γD(ω)− iωλD(ω) (A.19)

where 1+ λD(ω) = m∗(ω)
m . The quantities γD(ω) and λD(ω) account, respectively,

for the spectral distribution of the scattering centers and the electron mass enhance-
ment due to the many-body interactions. The Drude intraband contribution εD(ω)
in Equation A.15 can be more conveniently re-written as:

εD(ω) =
ω∗2

P,D(ω)

ω2 + iγ∗
D(ω)ω

(A.20)

where we have defined ω∗2
P,D(ω) =

ω2
P,D

1−λD(ω)
and γ∗

D(ω) = γD(ω)
1−λD(ω)

. In the EDM
formalism the single Drude peak centered at ω = 0 is replaced by an infinite sets of
Drude peaks that locally describe the dielectric function in proximity of a given ω

and that are fully defined by the parameters γD(ω) and λD(ω).
From the microscopic point of view, the dielectric function in the EDM is fully

determined by the memory function M(ω). Depending on the nature of the bosonic
excitations (phonons, spin fluctuations, loop currents) coupled to the electronic
degrees of freedom, a coupling function can be defined. Reversely, by modelling
the experimentally measured optical conductivity with a EDM (Equation A.20), the
electron-boson coupling function can be extracted and shed light on the excitation
spectrum of the bosons coupled to the charge carriers. In HTSC, the EDM formalism
has been implemented in different experimental techniques that all point to a unified
picture in which the bosonic excitation spectrum at low temperature is peaked
between 30-60 meV, consistently with both spin fluctuation and phonon coupling
[69]. A detailed discussion on the implications of these findings goes beyond the
scope of this work, that is mainly focused on the role of high-energy excitations (≳
1.25 eV) in HTSC.
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b fit of the eqilibrium dielectric function in y-bi2212

In order to fit the low-energy side of the spectrum within a simple (not-extended)
Drude model, we have included two mid-infrared peaks, whose parameters have not
been constrained. These oscillators account for the intraband transitions and are the
most affected (along with the Drude peak) by the sample temperature. The visible
region of the reflectivity is modelled by three oscillators whose central frequencies
are ω0 ∼ 1.46, 2 and 2.72 eV in the superconducting phase. Three higher-energy
contributions (>3 eV) model the dielectric function above the CT-edge.

Oscillator Parameter T=20K T=100K T=300K

Drude peak

ε∞ 2.67 2.62 2.62
ω0 0 0 0
ωP 10766 11492 10628
γ 26 180 349

Mid-infrared
peaks

ω0 942 1140 1345
ωP 13411 13928 14654
γ 3985 5532 5526

ω0 6309 6530 6626
ωP 5102 2279 1174
γ 4841 2958 1707

Visible peaks

ω0 11800 12305 12305
ωP 2358 2261 2472
γ 3644 4872 4872

ω0 16163 16075 16026
ωP 6385 5296 5500
γ 8304 8160 8097

ω0 21947 21947 21947
ωP 15026 15600 15603
γ 13998 13998 14688

Higher-energy
contributions

ω0 31165 31059 30913
ωP 17039 17363 18115
γ 5896 6187 6884

ω0 35567 35479 34598
ωP 17317 16448 11610
γ 5765 6224 5758

ω0 41677 40614 39715
ωP 27979 27430 28795
γ 5000 5000 6949

Table B.1: Drude-Lorentz parameters obtained via Kramers-Kronig constrained fits [58] of
the static reflectivity at different temperatures. All values are expressed in [cm−1].
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c description of the error analysis

We describe here the error analysis performed on the broadband pump-probe mea-
surements. As an example, we limit our discussion to the response upon the photo-
excitation of the near-infrared pump polarized along the CuO axis (Figure 3.8d), but
it can be similarly extended to all the measurements presented in the chapter.
For each pump-probe time delay (t), we acquire, according to the status of the

optical chopper blocking the pump, two spectra as function of the probe photon
energy (Epr): a pumped (P) and an unpumped (U) one. We scan all the pump-
probe delays and run again the same measurement N times (where N=30 in the
measurements discussed in the chapter). For each pump-probe measurement we can
thus evaluate two quantities:

P(t, Epr) = P̄(t, Epr)± σP(t, Epr) (C.1)

U(t, Epr) = Ū(t, Epr)± σU(t, Epr) (C.2)

where the bar indicates themean value and σ the standard deviation. We plot P̄(t, Epr)
in Figure C.1a and σP(t, Epr) in Figure C.1b, where each curve corresponds to a
different time delay. The relative error Prel(t, Epr) = σP(t, Epr)/P̄(t, Epr) is plotted
in Figure C.1c. We observe that the standard deviation is generally proportional to
the mean value, indicating a bigger σ for those photodiodes (i.e. Epr) illuminated by
a higher number of photons.

Figure C.1: Pumped spectra acquired at different time delays. a) Each curve is the mean
(averaged over 30 repetitions) pumped spectrum of the white-light probe acquired
at a given pump-probe time delay. The curves corresponding to different time
delays are superimposed in the graph. b) Standard deviation of the pumped spectra
evaluated, at each pump-probe delay, over the 30 repetitions. c) Relative errors of
the pumped spectra, obtained by dividing each curve in b) by its corresponding
curve in a).

We evaluate the transient reflectivity as:

∆R/R(t, Epr) =
P(t, Epr)− U(t, Epr)

U(t, Epr)
≡ X̄ ± σX (C.3)
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Figure C.2: Pump-probe maps. a) Average transient reflectivity map as function of the
pump-probe delay and the probe photon energy. b) Standard deviation map
associated to the map in a). Note that the color scales in a) and b) are the same. c)
Map of the relative errors.

where, by dropping the dependencies, we have defined:

X̄ =
P̄ − Ū

Ū
(C.4)

σX = |X̄|
√(σP

P̄

)2
+
(σU

Ū

)2
(C.5)

as a result of the propagation of the relative errors.
We plot X̄ and σX in Figure C.2a,b, respectively. To facilitate the comparison, we

have used the same color scale in the two maps. In Figure C.2b, a small increase of
the standard deviation is observed in correspondence with the pump-probe overlap,
but the relative error (Figure C.2c) is not affected by the arrival of the pump. We
obtain a relative error on the pump-probe measurements that is less than 5% over
the probe bandwidth that we have considered in the text (1.56-2.06 eV).
In this connection, we highlight that the estimation carried out here holds for

the single-pump response. When we perform the point-by-point subtraction of the
double-pump and the single-pump responses to obtain the maps in Figure 3.19c-f,
the resulting relative error is the square-root of the sum of the relative errors of the
individual maps. The relative error associated to the maps in Figure 3.19c-f is thus
less than 7%.
In Figure C.3 the grey and the red curves are the standard deviations obtained

with Equation C.5 at t=-1 ps and t=100 fs, respectively (i.e. vertical cuts of the map in
Figure C.2b). They display only a mild dependence on the probe photon energy.
We stress that we have discussed so far only a purely statistical error. The fact

that the photodiodes have a finite (possibly photon energy-dependent) dynamic
range is an additional source of noise. The main consequence is that the detection
of small, pump-induced intensity changes could be more difficult in those regions
of the white-light spectrum that are less intense. This is evident in the reflectivity
maps (Figure C.2a for example), where the transient signal is cleaner at lower photon
energies, where the intensity of the white-light spectrum is higher (Figure C.1a).
In order to provide an estimate of this effect, we compute at each probe energy

the standard deviation among all the negative times at our disposal in Figure C.2a.
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Figure C.3: Comparison of the standard deviations. The grey and red curves are the
standard deviations at t=-1 ps and t=100 fs, respectively (vertical cuts in Figure
C.2b). The black curve is the standard deviation evaluated, at each probe energy,
by considering the set of negative times in Figure C.2a.

As all these points should average to zero at t < 0, by quantifying how much
they deviate from this trend as function of Epr, we can estimate how much we
are sensitive to the detection of small intensity changes at different probe photon
energies. The black curve in Figure C.3 is the result of this analysis, where it is
clear that the standard deviation is higher at higher energies. We will associate this
energy-dependent standard deviation to the pump-probe data for all the pump-probe
delays. In particular, this analysis will be useful to constrain the differential fits
discussed in Appendix D.
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d differential fits in the superconducting phase

In this Appendix, we describe in detail how the differential fits of the transient
broadband reflectivity maps have been performed. As a reference, we will only
consider the reflectivity map in Figure 3.8d (hνpump = 1.44 eV, pump polarization
parallel to the CuO axis).
The procedure is the following: we compute the static reflectivity (Req(ω)) at a

given temperature obtained through the best-fitting Drude-Lorentz model in Table
B.1. We duplicate the reflectivity and create a new function (Rexc(ω, t)) in which we
let selected parameters to change at different pump-probe delays. We finally directly
fit the measured ∆R/R(ω, t) map using the following equation: (Rexc(ω, t) −
Req(ω))/Req(ω). In this way, the fit returns the pump-induced change in the
oscillator parameters that have been modified to fit the transient data.
In Figure D.1a, we illustrate the fit results for a selected time delay (t=200 fs,

intergrated over 3 consecutive time delays) for the transient reflectivity upon photo-
excitation by the near-infrared pump polarized along the CuO axis. The errorbars
indicate the energy-dependent standard deviations estimated in Appendix C (black
curve in Figure C.3 divided by a

√
3 factor to account for the integration over 3

time delays). In each panel, we modify a different oscillator in the Drude-Lorentz
model, as reported in the title. An impulsive modification of the scattering rate of the
Drude peak cannot describe the data in the SC phase (top left panel). In the following
panels, we have modified at the same time the three parameters (ω0, ω, γ) that fully
characterize each oscillator. The modification of the mid-infrared peaks and the 1.46
eV one returns fairly good agreement on the low-energy side of our probing window,
but it does not provide a good description at higher energies. The two best fits are
obtained by modifying either the 2 eV oscillator or the 2.72 eV one.
In order to choose the most reliable description, we have calculated how the

reflectivity would dynamically change in these two scenarios on the entire energy
axis of the static measurements. In fact, being our detection bandwidth about 0.6
eV wide, a good fit in our probing window could result in strong (larger than the
measured ∆R/R) reflectivity variations even outside this region. We have therefore
fitted the whole transient reflectivity map (i.e. for all the time delays, and not just a
single temporal cut as in Figure D.1a) and obtained a “perturbed” model at each time
step (Mexc(t)). We then used Mexc(t) to compute the time-dependent reflectivity
over the entire energy range. In Figure D.1b we show the results of this analysis.
The panel on the left (right) is obtained by modifying the parameters of just the 2 eV
(2.72 eV) oscillator. The solid black curve is the equilibrium reflectivity, while the
dashed yellow curve is the computed out-of-equilibrium reflectivity at the pump-
probe overlap (t=0). The color-coded lines indicate the relative reflectivity variation
at different pump-probe delays (blue/negative times, red/positive times) multiplied
by a 103 factor. It is clear that, while modifying the oscillator centered at 2 eV results
in a 10−3 reflectivity change that is mostly localized across our probing window, the
time-dependent modification of the 2.72 eV oscillator mostly affects the higher-energy
scale and results in a reflectivity change which is 10 times larger than the one we
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Figure D.1: Differential fits in the superconducting phase. a) The black dots are energy-
dependent reflectivity cuts at a fixed time-delay (t=200 fs) upon photo-excitation
by the 1.44 eV pump polarized along the CuO axis at T=74 K. The red line in each
panel is a Drude-Lorentz differential fit obtained by modifying one oscillator at a
time (reported in the title of each panel). The reduced χ2

red and the best-fitting
parameters are reported in the upper left and lower right corner in each panel,
respectively. b) Static reflectivity (black curve), out-of-equilibrium reflectivity
at the pump-probe overlap (yellow-dashed curve) and relative time-dependent
reflectivity changes calculated over a broad frequency axis obtained by modifying
the 2 eV (left panel) or the 2.72 eV (right panel) oscillator. The white-shaded area
indicates are probing energy window.

measured. For this reason, we will restrict our analysis to a pump-induced variation
of the 2 eV oscillator only, which guarantees, at the same time, a good differential fit
to our data and a more reasonable behaviour outside the detection window.
In Figure D.2a (left panel), we plot the degrees of correlation among the fitted

(ω0, ωP, γ) parameters of the 2 eV oscillator. At each time-delay, we have performed
a differential fit as described above. Each point in the plot is, at a given time-delay, one
of the off-diagonal elements of the best-fitting symmetric 3x3 covariance matrix. The
light green, yellow and dark green lines indicate the degree of correlation between
ω0, ωP, ω0, γ, ωP, γ, respectively. It is clear that the three parameters in the fit are
not independent and, in particular, ω and γ display the highest degree of correlation.
For this reason, we have tried to fit the data by modifying only two of the three

parameters of the 2 eV oscillator. In the right panel of Figure D.2a, we plot in light
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Figure D.2: Differential fits with constrained parameters. a) Left panel: off-diagonal
elements as function of time-delay of the 3x3 covariance matrix obtained by
modifying all the three parameters of the 2 eV oscillator . Each color refers to
a different pair of parameters, as indicated in the legend. Right panel: time-
dependent off-diagonal element of the 2x2 covariance matrix obtained by keeping
fixed one of three parameters of the 2 eV oscillator. b-c) Comparison between
data and fit keeping ωP a fixed parameter. The labels in right upper corner of
each reflectivity map indicate the photon energy and the polarization of the pump
employed. The diverging colormap has been chosen to highlight where sign
changes occur (white color).
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green (yellow, dark green) the degree of correlation computed by keeping ω0 (ωP, γ)
fixed in the differential fit (i.e. the only off-diagonal element of the symmetric
2x2 covariance matrix). A joint analysis of the χ2

red and the degree of parameters’
correlation obtained in the three models led us to keep ωP a fixed parameter in the
fit. This choice, while does not significantly alter the quality of the fit, guarantees
a degree of correlation which is two or even three orders of magnitude lower than
in the other two scenarios (Figure D.2a, right panel). We show in Figure D.2b-c the
comparison between the data (as in Figure 3.8) and the corresponding differential fits
obtained by keeping ωP fixed.
The conclusion that we draw is that a Drude-Lorentz differential analysis is not

able discriminate between an impulsive change in the plasma frequency or in the
scattering rate of the oscillator. This is due to the fact that we do not impose any
normalization constraint on the time-dependent fitting Lorentzian functions. It is
important to highlight, however, that the ω0 dynamics is not affected by this choice
and the central frequency of the oscillator remains an independent parameter of the
differential fit.

A more convenient choice to analyse the time-dependent results of the differential
fit is therefore to find an observable which is sensitive to the modification of either the
plasma frequency or the scattering rate of the oscillator. We have used the spectral
weight (SW) defined as follows:

SW =
∫ ∞

0
σ1(ω) dω =

1
4π

∫ ∞

0
ωε2(ω) dω (D.1)

In this framework, a pump-induced change in spectral weight (δSW(t)) is com-
puted as the difference between the spectral weight calculated using the best-fitting
“perturbed” model Mexc(t) (SWexc(t)) and the one calculated using the equilibrium
model Meq (SWeq). The integration is computed over the whole energy axis of the
static ellipsometry data in Figure 3.7.
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4

S E LECT I VE PHOTO - EXC I TAT ION OF THE d d ELECTRON IC
TRANS I T IONS IN THE AN T I F ERROMAGNET T i O C l

Low-dimensional spin systems in transition metal oxides (TMOs) offer a unique play-
ground to study the interplay between the charge, lattice, orbital and spin degrees of
freedom in the presence of strong electronic correlations. This fascinating complexity
gives rise to competing orders whose delicate balance determines the rich phase
diagram of TMOs [1, 2].

Since the discovery of high-TC superconductivity in the cuprates, special attention
has been reserved to the low-dimensional quantum spin systems based on the 3d9

configuration, in view of the possible relevance of quantum magnetism for establish-
ing the superconducting pairing. However, compounds involving early TMOs with a
3d1 configuration (such as Ti3+ or V4+) exhibit equally exotic properties. In these
systems, the orbital degeneracy lies within the t2g triplet, leading to a reduction of the
Jahn-Teller effect and, in turn, to the possibility of orbital ordering via superexchange
interactions [3].
Among them, TiOCl initially emerged as a potential candidate for hosting an

orbital ordered phase [4, 5, 6] and was later discovered to be one of the few examples
in nature of inorganic spin-Peierls compounds [7]. At room temperature, TiOCl is a
1D S=1/2 antiferromagnet. At low temperatures, the system undegoes a first-order
phase transition to a nonmagnetic spin singlet state, which is accompanied by a
dimerization of the crystal structure along the 1D chain.

The evident coupling between the spin and the lattice attributes also involves the
orbital degree of freedom. The d orbital degeneracy is completely lifted in TiOCl by
the crystal field splitting. The only electron present is mainly localized on the Ti
non-degenerate d orbital having lobes along the atomic chains [4], so that the direct
exchange interactions give rise to the peculiar one-dimensional magnetic character
of the material.
The study of the dd orbital transitions, along with their orbital occupancy, thus

represents a poweful approach to indirectly monitor the emergence of competing
orders in such systems [8]. At the same time, exerting an active control on the dd
excitations could provide the means to directly attain new electronic and magnetic
functionalities in low-dimensional spin systems [9, 10, 11].
Here, we leverage the breaking of the inversion symmetry in TiOCl to optically

stimulate the dd intraband transitions. We investigate the non-equilibrium optical
response of TiOCl to the selective photo-excitation of two different dd transitions

79



80 titanium oxychloride

Figure 4.1: Crystalline structure of TiOCl. a) Buckled Ti-O layers are stacked along the
c-axis and 1D atomic chains are oriented along the b-axis. Only one bilayer is
depicted in the figure. The fundamental units are the strongly distorted octahedra
[TiO4Cl2] enclosing the Ti atoms. b) View of the ab-plane, as exfoliated in our
sample. The strucure has been realized by means of the software in ref. [12].

in the spin-Peierls phase. After characterizing the transmissivity of the sample at
equilibrium, we analyze the transient response of the Mott gap to the resonant photo-
excitations. Finally, by employing the three-pulse technique, we investigate how the
selective and simultaneous population of different d orbitals modifies the dynamics
of the material.

4.1 titanium oxychloride

From a structural point of view, TiOCl is a two-dimensional system and, at room
temperature, belongs to the Pmmn space group. The structure consists of Ti-O
bilayers stacked along the c-axis, as depicted in Figure 4.1a. The Cl atoms mediate
the van der Waals coupling between adjacent bilayers. As a result, the compound
can be easlily cleaved along the stacking direction; all the experiments discussed
in this chapter have been performed with light beams impinging normally to the
ab-plane (Figure 4.1b). Despite its two-dimensional structural character, the magnetic
interactions in TiOCl have a peculiar quasi one-dimensional character along the b
crystallographic direction.
In order to understand the origin of this reduced dimensionality, it is crucial to

consider the orbital degree of freedom. The fundamental coordination units of the
magnetic interactions are the octahedra that enclose the Ti atoms (Figure 4.2a). Each
Ti atom transfers 3 electrons to the Cl and O atoms, resulting in a 3d1 configuration
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(S=1/2). The only d electron thus resides in a local highly distorted octahedral
environment (constituted by four oxygen and two chlorine ions) which breaks the
spherical symmetry and partially lifts the d degeneracy. The five-fold degenerate d
levels are splitted into the t2g triplet and the eg doublet (Figure 4.2b). The orbitals
having t2g symmetry have the lobes oriented away from the octahedron vertices and,
as a consequence, are lower in energy than the eg ones.
In TiOCl, the t2g and eg degeneracy is further removed by the co-operative Jahn-

Teller effect, resulting from the structural distortion of the octahedral environment1.
The d orbitals result in five non-degenerate levels that, according to the choice of the
local reference frame (x,y,z) that we made, can be depicted as in Figure 4.2c.
The lowest lying orbital is the dxy one, which has lobes at 45◦ with respect to

the x and y axis. In the crystallographic reference frame, this corresponds to lobes
oriented along the b and c directions. Thus, in the ground state, dxy orbitals form
linear chains along b, connecting neighbouring Ti ions in the same layer [5]. The
primary exchange path is the direct exchange interaction between overlapping dxy
orbitals along b, while the coupling is weak in the other directions. Accordingly, the
magnetic susceptibility in TiOCl can be well described by a one-dimensional S=1/2
Heisenberg chain with an exchange constant of Jb=660 K [5, 14]. The superexchange
interaction via the O p orbitals is negligible in the ground state [5].
The magnetic interactions are modified at low temperatures (TC1=67 K), where

TiOCl undergoes a first-order phase transition to a spin-Peierls phase having P21/m
symmetry [7, 17, 18]. The dimerization of the Ti ions occurs along the b chain, result-
ing in the formation of nonmagnetic spin singlet states. Early magnetic susceptibility
and conductivity measurements initially suggested the presence of a spin-Peierls
state [5, 19], that was later corroborated by the observation of a doubled lattice
constant along b through x-ray diffraction [7]. Interestingly, the spin-Peierls ground
state is reached unconventionally in TiOCl via an intermediate and incommensurate
phase at TC2=91 K, whose nature and origin have been extensively debated. It is now
accepted that the frustration of the interchain interactions is the driving force to the
incommensurate state that eventually triggers the spin-Peierls mechanism at lower
temperatures [20, 14].

4.1.1 The experiment

The TiOCl samples have been exfoliated along the c-axis and glued on a holed copper
plate to perform transmission measurements. The flakes had typical dimensions
of a few mm2 in the ab plane and <30 µm in the stacking direction. The samples
have been mounted in a closed-cycle liquid helium cryostat and measured in the
temperature range (8-300) K.

1 It is important to note that, in such compounds, the Jahn-Teller distortion and the orbital ordering
are concurrent effects that, although having very different physical origins, are closely linked and
produce the same observable consequences, i.e. the removal of the d degeneracy [13].
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Figure 4.2: Crystal field splitting of the 3d orbital levels. a) Distorted octahedron enclos-
ing a Ti-atom. The orientation of the crystal axes (a,b,c) and the local reference
frame (x,y,z) are depicted on the left. Note that x,y are tilted by 45◦ with respect to
b,c, as in ref. [5]. b) Splitting of the d degenerate levels as a result of the distorted
octahedral environment. The energy levels have been reported according to refs.
[4, 15, 8]. c) Depiction of the d orbitals having t2g and eg symmetry, adapted from
ref. [16].

We studied the out-of-equilibrium response of TiOCl using the experimental setup
described in Chapter 2. In order to selectively excite different dd excitations, we
directly pumped the sample with the tunable output of one of the two TOPAs, set
at hνyz=0.7 eV to be resonant with the transition to the dyz orbital. The NOPA
has been tuned instead to drive the transition to the dx2−y2 orbital, hνx2−y2=1.5 eV.
The broadband white-light probe extends from 1.35 to 2.2 eV and overlaps with the
dx2−y2 transition and the electronic Mott gap (∼2 eV, ref. [15]). With reference to
Figure 4.2c, the dx2−y2 orbital is the one that lies within the bc plane and has lobes
pointing towards the O/Cl atoms. Pump-induced changes in its orbital occupancy
could therefore trigger modifications in the superexchange interaction.

The polarizations of all the beams can be adjusted using halfwave plates. We have
followed the selection rules in refs. [15, 21] to maximize the absorption related to
different dd transitions.

xy xz yz x2 − y2 z2

E ∥ a E ∥ a E ∥ b, c E ∥ b, c

Table 4.1: Selection rules for absorption at T=4 K [15].
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Figure 4.3: Transmissivity of TiOCl as function of temperature. a) Transmittance
measured with light polarized along the a axis (orthogonal to the chain). b)
Transmittance measured with light polarized along the b axis (parallel to the
chain). A background signal measured with the photodiode array covered has
been subtracted to both the incident (Tinc) and the transmitted (Ttr) spectra prior
the division.

4.2 static transmissivity

To characterize the sample, we have performed static transmission measurements at
different temperatures. A reference spectrum of the incident white-light probe (Tinc)
has been acquired by moving the sample away from the beam trajectory and letting
it pass through the copper plate’s hole. In this way, the optical path of the beam is
unmodified. At the lowest temperature (T=8 K) we have rotated the beam polarization
within the ab plane to maximize the absorption from the dx2−y2 transition. According
to the selection rules in Table 4.1, this direction identifies the b-axis.
We plot in Figure 4.3 the transmissivity measured in the range T=(8-300)K with

the broadband pulse polarized along the a- (Figure 4.3a) and the b- (Figure 4.3b) axis.
The transmissivity has been obtained by dividing the transmitted spectrum (Ttr) by
the incident one, after the subtraction of the array background signal from both of
them. In both cases, we observe the presence of Fabry-Perot fringes due to multiple
reflections within the thin sample.
Regardless of the light polarization, the transmissivity drops above ∼2 eV due

to the excitations across the electronic gap. This edge thus identifies the energy of
the Mott gap. As expected, when the light is polarized along b, the transmissivity is
further suppressed at ∼1.5 eV, in correspondence with the dx2−y2 transition. The flat
shape of the absorption feature suggests a bigger thickness of the sample.
The major effect of the temperature increase is the redshift of both the Mott gap

and the dx2−y2 transition. The latter is also broadened at higher temperatures and
features an asymmetric shape with a steep drop on the low-energy side that could
be attributed to the presence of phonon sidebands [21]. Additionally, we observe an
attenuation of the transmissivity for increasing temperature. These results are in
agreement with the transmittance spectra measured in refs. [15, 21].
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Figure 4.4: Temperature-dependent fits of the static transmissivity. a) Normalized
absorption measured with light polarized along the a axis (E ∥ a) at T=8 K (grey
line). The black points have been fitted with an error function (blue line). b)
Normalized absorption measured with light polarized along the b axis (E ∥ b)
at T=300 K (grey line). The fit (red line) with the sum of a skewed Gaussian
(green) and an error function (gold) has been performed only on the black points
to exclude the saturated peak. c) Fits results as function of the temperature. Top
panel and middle panel: edge of the error function (µgap) for E ∥ a and E ∥ b,
respectively. Bottom panel: central energy of the Gaussian (µdd) for E//b. The
y-axis on the right indicates the relative change with respect to the value at 8 K.

4.2.1 Static fits

In order to quantitatively estimate the effects of the temperature on the optical
response of the sample, we fitted each curve in Figure 4.3 to extrapolate the Mott
gap energy (µgap) and the peak energy of the d absorption (µdd) as function of the
temperature.
As an example of the model functions that we used, we plot in Figure 4.4a,b two

selected curves for the beam polarized along a and b, respectively. Note that we
plotted here 1-Ttr/Tinc, to highlight the absorption features of the spectra. In the
case of E ∥ a, we fitted the black points with an error function (blue curve) centered
at µgap. The spectra acquired with E ∥ b have been fitted by combining a skewed
Gaussian (green curve) to account for the dd transition and an error function (gold
curve) for the Mott gap.

The results of the fits are plotted in Figure 4.4c as function of the temperature. The
fits reproduce well the redshift that can be appreciated from the visual inspection of
the spectra in Figure 4.3. We find that the dd absorption (green points) redshifts by
about 35 meV between 8 and 300 K. This estimate is consistent with the results in
ref. [21], which were obtained by measuring the transmittance only at four selected
temperatures.
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Figure 4.5: Non-equilibrium transmissivity upon the selective photo-excitation of
the dd transitions at T=10 K. a-b) Color-coded maps (same color-scale) of the
broadband transient transmissivity upon the photo-excitation with the 1.5 and
0.7 eV pumps, respectively. The pumping fluence is ∼3 mJ cm−2 for both pumps.
c) Spectra of the two maps (pink: 1.5 eV; dark purple: 0.7 eV) averaged over the
range 100-300 fs. d-e) Time-traces selected in correspondence of the Mott gap
(Epr=1.94 eV) and the dx2−y2 (Epr=1.5 eV) transition, respectively.

By performing a denser temperature scan, we observe that the redshift is not
constant in temperature: the peak position of both the dd transition and the Mott
gap is almost unchanged at low temperatures, and a slow redshift starts only above
a given temperature threshold. In particular, when the light is polarized along the
b-axis (and so along the antiferromagnetic 1D chains), the redshift of µgap and µdd
starts at temperatures that are compatible with TC1 and TC2 , respectively. 2 This
suggests that, at equilibrium, both the electronic gap and the orbital occupancy do
depend on the sample temperature and may be coupled to the spin degree of freedom.

4.3 non-eqilibrium response to selective dd transitions

Based on the temperature-dependent static transmissivity measurements, we decided
to fix the polarization of the white-light probe along the b-axis. In this way, we are
sensitive not only to the Mott gap energy, but also to the dynamics of the dx2−y2

transition.
In Figure 4.5a,b we plot the transient transmissivity measured in the spin-Peierls

phase (T=10 K) upon the photo-excitation resonant to the dx2−y2 (1.5 eV) and the dyz

2 Note that the dashed vertical lines have been drawn at TC1=58 K and TC2=82 K, so 9 K below the
expected phase transitions. These same values have been also extracted from the temperature-
dependent measurements of the phonons (Figure 4.10). We thus conclude that the temperature shift
that we observe is due to the fact that the sample is warmer than the thermocouple used to measure
the sample temperature by about 9 K.
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Figure 4.6: Dynamics at the Mott gap energy. Dynamics at Epr=1.94 eV induced by the 0.7
(dark purple) and the 1.5 eV pump (pink). The data (filled circles) are fitted (solid
lines) using an exponential decay (τ) convoluted with a Gaussian function having
width σ. The negative plateau at longer time-delays is accounted for by a step
function. The results of the relevant parameters of the fits are displayed in the
panel.

(0.7 eV) transitions, respectively. To maximize the pump-absorption, we polarized
the former along the b-axis and the latter along the a-axis, according to Table 4.1.
We have used this polarization configuration in all the measurements discussed in
the chapter.
We observe that both maps are dominated by two elements: a negative transient

transmissivity centered at about 1.94 eV and a feature at about 1.4 eV characterized by
a longer dynamics. In Figure 4.5a, strong interference fringes are superimposed to the
response at 1.4 eV, which is the white-light range that overlaps with the co-polarized
pump. In both maps, we resolve oscillations due to the excitation of coherent phonons,
whose details will be discussed in Section 4.4.

The comparison between the spectra averaged over the range 100-300 fs (Figure
4.5c) highlights the negative signal at 1.94 eV, that we associate to the transient
modification of the electronic gap. In particular, we observe that the spectral response
of the gap to the 1.5 eV pump is redshifted with respect to the one associated to the
0.7 eV pump. We quantify this difference in Section 4.3.2.
The time-traces in Figure 4.5d,e compare the dynamics in correspondence of

the Mott gap and the dx2−y2 transition, respectively. In both case, we do not find
significant differences between the two resonant excitations. The dynamics of the dd
transition (Figure 4.5e) is characterized by a plateau that we have measured up to
t=50 ps and that is unmodified at least up to that time.

We analyze the dynamics of the Mott gap in more details in Figure 4.6, where we
plot the fits to the data using the convolution of an exponential decay and a Gaussian
function to account for the finite temporal duration of the pulses (σ).
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Figure 4.7: Differential fits of the non-equilibrium response. a) Data (grey) and differ-
ential fits (red) of the broadband transmissivity upon the 0.7 eV pump excitation
at different pump-probe delays. b-c) Relative pump-induced change of the central
energy of the dx2−y2 excitation (µdd) and the Mott gap (µgap) extrapolated from
the fit, respectively.

We observe a composite dynamics: at longer time-delays (t>1 ps) the signal is
dominated by a negative plateau that is unmodified up to tens of picoseconds (as
we measured at t=50 ps); at earlier time-delays, we observe a dynamics that has a
characteristic decay time τ similar for both the resonant photo-excitations and that
is smaller than 300 fs. We also note that the rising time of the signal is different in
the two pumping conditions and, in particular, is longer for the 0.7 eV pump. This
is well described by the fits, which return σ0.7eV > σ1.5eV . The values estimated are
compatible with the specifics of the OPA sources that we used.

4.3.1 Non-equilibrium fits

To gain a physical insight on the transient response measured, we have fitted the
transmissivity maps using a differential approach similar to the one described in
Appendix D. The key idea of the analysis is to use the static transmissivity measured
in the same experimental conditions (Eprobe ∥ b, T=10 K) and modelled in Figure
4.4b. The fit curve to the static data constitutes the "equilibrium model" (Teq) in the
differential fits. At each delay, the transient maps in Figure 4.5a,b have been fitted
using the model (Tpert-Teq)/Teq, where Tpert has the same functional form of Teq
but with varying fitting parameters. In this way, we can estimate which physical
parameters are transiently modified upon the photo-excitation.

In Figure 4.7a, we plot the transient transmissivity spectra upon the 0.7 eV pump
excitation for different pump-probe delays (grey lines). The red curves are the fits
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obtained by using the differential model. The fitting model well describes the data at
longer time-delays (rightmost panel), where the time-dependent fit parameters (Figure
4.7b,c) indicate a redshift of both the dd transition peak and the Mott gap energy,
respectively. Upon the photo-excitation, µdd and µgap redshift from their equilibrium
value by ∼0.05% for t>1 ps. By comparing this quantity with the temperature-
dependent redshift that we measured at the equilibrium (Figure 4.4c), we can deduce
that this effect is compatible with a slight, pump-induced temperature increase of the
sample. We thus conclude that the dynamics at longer delays has a thermal origin
and is therefore coupled to the lattice temperature.

However, the fitting model fails to reproduce the experimental data at early time-
delays (t<300 fs), where we observe a clear deviation of the fitting curves (Figure 4.7,
left panels). Specifically, the most prominent inconsistencies are found in the probe
energy region between the dx2−y2 transition and the electronic gap energy. In this
range, the measured transient transmissivity is more negative than expected. Since
the fitting model that we used can only account for modifications of the physical
parameters that describe the equilibrium response, the observed deviations from the
model can be considered an indication that, within t<300 fs, the lattice temperature
and the electronic temperature are decoupled.

A tentative explanation for the quenched transmissivity observed at Epr ≃1.55 eV
could be the formation of intragap states, absent at equilibrium and photo-induced
by the sudden injection of excess carriers. A photo-induced gap filling in a prototype
Mott–Hubbard compound has been experimentally observed, suggesting the ultrafast
formation of a non-thermal transient state in which the system remains trapped
before relaxing to the final thermal state [22].
Finally, we note that the fit results for the 1.5 eV pump (pink points in Figure

4.7b,c) are much noiser than the one associated to the 0.7 eV pump. This is due to the
presence of the interference fringes on the low-energy side of the probe bandwidth
(Figure 4.5a) which affect the quality of the differential fit.

4.3.2 Dynamics of the Mott gap energy shift

We pointed out in Figure 4.3c that the spectral dependence of the transient transmis-
sivity is affected by the photon energy of the pump. In particular, the response at the
Mott gap energy in the first hundreds of fs undergoes a stronger redshift when the
sample is excited by the 1.5 eV pump. This difference, however, is not captured by the
non-equilibrium differential fits (Figure 4.7c) as they fail to describe the early-time
dynamics.

In order to quantify this redshift, we carried out a model-independent analysis of
the transient maps in Figure 4.5a,b. To isolate the transient response of the electronic
gap, we have considered only the spectral range 1.5-2.15 eV. An example of the
spectra used in the analysis is plotted in Figure 4.8a,b, where cuts, respectively at
early and late time delays, have been considered. We note that, while a significant
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Figure 4.8: Dynamical redshift of the Mott gap. a-b) Spectra of the non-equilibrium
transmissivity upon the 0.7 eV (dark purple) and the 1.5 eV (pink) photo-excitation
at t=100 fs and t=3460 fs, respectively. Each curve is averaged over 160 fs and
vertically shifted so that the average ∆T/T in the range 1.5-1.6 eV is zero. The
vertical dashed lines indicate the calculated first momenta of the curves. c) First
momenta for the two photo-excitations calculated for all the time delays (averaged
every 160 fs). The inset shows the difference between the two curves in the main
panel.

spectral shift between the purple and the pink curves can be appreciated at t=100 fs,
the curves almost overlap at t=3460 fs.
As an indication of the transient Mott gap shift upon the photo-excitation, we

have evaluated the first momenta of the curves, denoted by the vertical dashed lines
in the graphs. By iterating this procedure for all the pump-probe time delays, we plot
in Figure 4.8c the first momenta for the two photon energies as function of time.
In spite of the qualitative nature of this analysis, we argue that it captures well

the dynamics of the Mott gap shift. At late time delays, the first momentum analysis
returns a gap energy that is ∼1.95 eV and so consistent with both the static fits of
the transmissivity (Figure 4.4c) and the non-equilibrium fit results (Figure 4.7c). At
early time delays, the analysis indicates a substantial difference between the two
photo-excitations. Specifically, the redshift induced by the 1.5 eV pump is larger than
the one induced by the 0.7 eV for t ≲1 ps; at bigger time delays, the two curves
converge to approximately the same value.

We stress that the transient redshifts evaluated at t=100 fs upon the 0.7 eV and 1.5
eV photo-excitations correspond, respectively, to a ∼2.5% and a ∼4.5% modification
of the equilibrium value of the Mott gap. By comparison with the temperature-
dependent static measurements in Figure 4.4c, these changes are far too large to be
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Figure 4.9: Coherent phonons at T=10 K. a) Modulus of the Fourier transform performed
over the 0.7 eV pump time trace averaged over the range 1.6-2.2 eV (inset). b)
Same as a) but for the 1.5 eV pump.

ascribed to a pump-induced lattice temperature increase, thus reinforcing our claim
that the early-time response is ruled by a non-thermal dynamics.
The inset in Figure 4.8c quantifies the difference between the two curves, that is

∼40 meV at its maximum. The fact that this value is comparable with the energy scale
of the direct exchange along the b-axis (Jb=660 K) might suggest that the magnetic
interactions are involved in the early-dynamics. However, an interpretation of this
experimental evidence will be possible only after the development of a model in
which the coupling between the magnetic and the orbital degrees of freedom is
included, as it will be discussed in Section 4.5.

4.4 temperature-dependent coherent phonons

In the transient transmissivity maps in Figure 4.5a,b we highlighted the presence of
periodic oscillations, superimposed to the pump-induced relaxation dynamics. In
this section, we focus on the analysis of the oscillatory part of the transient response
and address its temperature dependence.
In the main panels of Figure 4.9 we plot the modulus of the Fourier transform of

the energy-averaged time traces reported in the insets. The Fourier analysis reveals
the presence of a 4 THz (133 cm−1) oscillation that modulates the transient response
of the sample to the 0.7 eV pump (Figure 4.9a). When the sample is excited by the 1.5
eV pump, a further oscillation emerges at 6 THz (200 cm−1).

These frequencies are consistent with the lowest-energy Raman-active Ag phonons
in the spin-Peierls phase, measured by Raman spectroscopy [17] and calculated by
DFT simulations [23]. The absence of the faster 6 THz phonon in the transient
response induced by the 0.7 eV pump could be due to its larger temporal duration
compared to the 1.5 eV pump, as showed in Figure 4.9. In fact, since the phonons
observed have both Ag symmetry, we exclude that this difference can be justified by
symmetry arguments.
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Figure 4.10: Temperature-dependence of coherent phonons. a-b) Fourier spectra at
different temperatures extrapolated from the transient measurement upon the 0.7
and 1.5 eV photo-excitation, respectively. c-d) Temperature-dependent amplitude
of the 4 THz (blue) and 6 THz (red) phonons in a) and b), respectively. TC1=58
K and TC2=82 K indicate the measured transition temperatures from the Spin-
Peierls to the incommensurate phase and from the incommensurate to the high
temperature phase, respectively.

However, both phonons are sensitive to the structural changes that accompany
the phase transitions in TiOCl [17]. We have thus performed temperature-dependent
measurements of the coherent phonons to track the spin-Peierls and the incommen-
surate phases in our sample. In Figure 4.10a,b we plot the Fourier spectra for different
temperatures for the low- and high-energy pump, respectively.

We analyze the temperature-dependence of the two phonons in Figure 4.10c,d. We
observe that, in both pumping conditions, the 4 THz phonon (blue line) is weakened
above∼58 K and completely quenched above∼82 K. Analogously, the 6 THz phonon
(red line) is reduced in intensity at∼58 K, but it then survives at higher temperatures.
This trend is consistent with the Raman spectra measured in the spin-Peierls, incom-
mensurate and high-temperature phases [17]. We therefore identify the two phase
transitions to occur at TC1=58 K and TC2=82 K. A shift of about 9 K with respect to
the critical temperatures known in literature could be due to a mismatch between
the thermocouple readout and the actual temperature of the sample.

4.4.1 Coherent control of phonons

The strength of the three-pulse spectroscopy that we have developed consists in the
possibility of simultaneously pumping the material with two photo-excitations in the
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Figure 4.11: Coherent control of 4 THz phonon through the three-pulse spectroscopy
at T=10 K. a) Time-traces of the two-pump response at different pump-pump
delays (tpp). b)Modulus of the Fourier transform of the traces in a). c) Amplitude
of the 4 THz (blue) and 6 THz (red) phonon as function of tpp.

very same experiment. We have seen that, due to the high energy tunability of the
pumping sources, this technique is particularly advantageous to study and control
the sample dynamics following excitation of selected degrees of freedom. In this
section, we show a further application of the technique to exert a coherent control
over the optical phonons in the sample.

As both pumps initiate a coherent phonon dynamics in TiOCl at 4 THz, by simply
fine tuning the time delay between the two excitations (tpp), it is possible to either
enhance or quench the phonon oscillation according to the ratio between tpp and the
phonon period [24, 25]. We have attempted this approach and studied the transient
transmissivity of the sample after the interaction with both pumps. In Figure 4.11a,
we plot the energy-averaged times traces of the two-pump response recorded at
different tpp. The relaxation dynamics has been fitted with an exponential decay and
only the remaining oscillatory part has been considered. The modulus of the Fourier
transform of these traces (Figure 4.11b) reveals that, while the amplitude of the 6
THz phonon remains unaffected by the double pumping, the 4 THz phonon is either
amplified or quenched.
To appreciate the dependence on the pump-pump delay, we plot in Figure 4.11c

the amplitude of the Fourier spectra at 4 and 6 THz as function of tpp. The amplitude
of the 4 THz phonon displays a clear oscillatory behaviour, whose period matches
the phonon one (250 fs). This confirms that a coherent control of optical phonons
can be attained in TiOCl exploiting our technique.

This is a proof-of-principle demonstration of a further capability of the three-pulse
approach. In particular, the possibility of actively controlling the collective behaviour
of matter is appealing for the study of correlated materials, where it could be used
to disentangle the contributions from other degrees of freedom and tackle their
coupling.
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Figure 4.12: Double-pump resonant excitation at the overlap at T=10 K. a) Differential
map obtained via the direct subtraction of the two-pump response and the
single-pump ones. Only tpp=0 (the temporal overlap between the two pumps)
is considered. b) Spetra of the single-pump responses (pink: 1.5 eV pump; dark
purple: 0.7 eV) and the differential response (yellow shaded area). All spectra
have been integrated over the range 100-300 fs. For comparison, the black curve
is the fit of the static absorption at T=8 K obtained in Figure 4.4.

4.5 double-pump response

We have seen in Section 4.3 that the selective photo-excitation of the dyz and dx2−y2

orbitals triggers a similar non-equilibrium response in TiOCl. In particular, we have
discriminated a non-thermal dynamics in the first hundreds of femtoseconds and
a thermal dynamics that sets in at longer time-delays. While the dynamics at the
Mott gap energy is similar upon the two photo-excitations (Figure 4.6), the major
difference that we have observed is related to the transient spectral dependence of
the Mott electronic gap, that is more redshifted at early time delays when the system
is excited with the 1.5 eV pump (Figure 4.8). Since the Mott gap ∆ is determined by
the concurrent Coulomb repulsion U and the hopping integral t

∆ = U − 2zt

with z=2 being the number of nearest neighbors in TiOCl, this different gap renor-
malization may hint at a modified electronic response upon the different orbital
occupancy.

We have used the three-pulse approach to study how the simultaneous population
of the two d orbitals affects the spectral and temporal response in TiOCl. In Figure
4.12 we plot the time- and energy-resolved transmissivity at T=10 K obtained by
subtracting the single-pump responses from the two-pump one; we denote this
differential quantity with ∆∆T/T. We consider here only the overlap between the
0.7 and 1.5 eV pumps (tpp=0).
We observe that the differential signal is exclusively localized at the Mott gap

energies, while is null in correspondence of the dx2−y2 transition. This is clear in
Figure 4.12b, where we compare the differential spectral response (yellow shaded
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Figure 4.13: Dynamics of the double-pump excitation. a) Time- and energy-integrated
differential signal as function of the pump-pump delays. At tpp<0, the sample
is first excited by the 0.7 eV pump (dark purple circle) and then by the 1.5 eV
pump (pink arrow), as illustrated in the energy diagram; At tpp>0, the order is
swapped. b) Exponential fits of the dynamics at tpp<0 (green) and tpp>0 (yellow).
The constant baseline c (dashed grey line) has been kept fixed in the fits.

area) with the spectra of the two single-pump responses. This evidence indicates that
the double-pump response is entirely dominated by the Mott gap dynamics, while
the thermal dynamics probed in correspondence of the dx2−y2 transition (Figure 4.5e)
is a linear effect and the double excitation results just in the mere superposition of
the signals independently triggered by the two pumps (and so vanishes in ∆∆T/T).
Figure 4.13 shows the intensity of the ∆∆T/T signal as function of the pump-

pump delay. Each point in the plot is the result of an energy-integration of the spectra
(similar to Figure 4.12b) acquired at different tpp. The order of arrival of the pumps
is sketched in the panel: for tpp<0, the system is first excited resonantly with 0.7 eV
dd transition and then further pumped by the 1.5 eV pulse; the order is swapped for
tpp>0.
We observe that the differential signal has an asymmetric shape, so its dynamics

does depend on the order of arrival of the two photo-excitations. In order to evaluate
the dynamics, we have fitted the curves with an exponential decay in Figure 4.13b,
where the signal at tpp<0 (green points) is mirrored onto the positive axis to facilitate
the comparison with the curve at tpp>0 (yellow points). A fixed baseline c (horizontal
grey line) has been included in the fit equation and has been assumed to be the
same for both the experimental curves since the system should lie in the same state
for tpp = ±∞. The decay time estimated at tpp>0 is consistent with the single-
pump dynamics observed at the Mott gap energy (Figure 4.6), while we find a slower
dynamics at tpp<0.
We speculate that this asymmetry might arise from the dispersive character of

the dyz orbital transition that has been observed in TiOCl via resonant inelastic
x-ray experiments [8]. If the dd excitation is dispersive, a non-null orbital cross-talk
between neighboring atoms should be expected, that could in turn lead to different
de-excitation pathways in the system. In TiOCl the picture is particularly involved
due to the spin-Peierls dimerization at low temperatures. Usually, at equilibrium,
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the spin-Peierls phase is formally treated by considering only the spin degree of
freedom, because the dd splitting is too large for the orbital physics to take place.
However, we stress that in non-equilibrium conditions triggered by high photon
energy excitation this is no longer the case, and the orbital and the spin excitations
should be treated on equal footing. We are currently working with our collaborators
on an extension of the Kugel-Khomskii model in a spin-dimerized phase. This could
possibly give indications on the decay time of the orbital excitation in presence of a
magnon-orbiton coupling.

4.6 conclusions

In summary, we have carried out non-equilibrium transmissivity measurements on
TiOCl, a transition metal oxide 1D antiferromagnet that undergoes a spin-Peierls
dimerization at low temperatures. Specifically, we have studied the optical response
of the system in the spin-Peierls phase to the resonant optical stimulation of two
dd orbital transitions. At equilibrium, temperature-dependent transmissivity mea-
surements revealed that both the dx2−y2 transition and the Mott electronic gap are
sensitive to the low-temperature magnetic order. The transient measurements dis-
closed an early (t<300 fs) photo-induced dynamics in the system, not explainable
by an increase of the lattice temperature, but possibly ascribable to a non-thermal
population effect leading to a renormalization of the Mott gap that is dependent on
the orbital symmetry. Finally, the selective and simultaneuos excitation of the two
dd transition via three-pulse spectroscopy indicated that the dyz and dx2−y2 undergo
different de-excitation pathways in the dimerized phase, thus suggesting a coupling
between the orbital and the magnetic degrees of freedom whose formal description
will be the subject of future work.
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5

ANOMALOUS NON -EQU I L I BR I UM RESPONSE IN BLACK
PHOSPHORUS TO SUB -GAP M ID - IN FRARED EXC I TAT ION

5.1 motivation

Layered van der Waals (vdW) materials have received increasing attention in re-
cent years due to their potential applications in optoelectronics and solar energy
harvesting [1, 2, 3]. Due to spatial confinement, the optical response of atomically
thin semiconductors is dominated by strongly bound excitons, whose typically large
binding energies are drastically reduced by more than an order of magnitude in
their bulk counterpart. Understanding how the excitonic structure is affected by the
dimensionality crossover from 2D to 3D is of key importance to clarify the role of
interlayer coupling and dielectric screening in defining the electronic properties of
layered semiconductors.
However, this is intrinsically challenging in most of 2D materials, like transition-

metal dichalcogenides (TMDCs) and hexagonal boron nitride (h-BN) semiconductors,
mainly because the band gap is direct only in the monolayer, while indirect in the
bulk material. Black phosphorus (BP) has recently emerged as a promising candidate
to bridge this gap [4]. With a carrier mobility comparable to that of graphene, BP
features a direct band gap in both its single-layer (phosphorene) and bulk form [4, 5].
The amplitude of the gap is strongly layer-dependent, spanning from the visible (2
eV) to the mid-infrared (0.3 eV) range as the layer thickness is increased, thereby
making BP a unique platform to study the dimensionality crossover from 2D to 3D.
The application of external stimuli, such as electric fields [6], pressure [7, 8], in-

plane mechanical strain [9, 10, 11, 12] and dopants [13, 14], has proved an effective
way to manipulate the electronic structure of BP. Ultrashort pulses are emerging as an
exceptional tool to address the non-equilibrium response and possibly control both
its electronic and optical properties on the ultrafast time-scale [15, 16, 17, 18, 19, 20].
In particular, photo-excitation by near-infrared laser pulses has been found to trigger
a band gap renormalization in bulk BP due to the transient enhancement of dielectric
screening induced by the excited photo-carrier population [21, 22, 23]. However,
the non-equilibrium dielectric environment upon photo-injection of a small (i.e.,
smaller than the band gap) excess energy, remains unexplored. In different complex
materials, long-wavelength ac-fields have been shown to hinder electronic excitations
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Figure 5.1: Conceptual idea of the experiment. a) Sketch of the broadband reflectivity
measurements carried out on bulk BP following above- (blue) and below-gap (red)
photo-excitation. Mid-infrared photo-excitation triggers an optical resonance
that is consistent with the undressed exciton in the monolayer phosphorene. b)
First Brillouin zone. c) Simplified sketch of the electronic structure at the Γ point.
The arrows represent the high-photon energy (blue) and sub-gap (red) photo-
excitation.

and drive collective, non-adiabatic responses, through phonon-pump [24, 25, 26, 27]
and coherent electronic effects [28, 29, 30, 31].

5.1.1 The experiment

The aim of our study is to investigate the non-equilibrium response of bulk BP to both
above-gap and sub-gap photo-excitation. Experimentally, we photo-excite the sample
by ultrashort pulses with photon energy tunable across the equilibrium mid-infrared
(MIR) band gap and monitor the photo-induced change in reflectivity over a broad
energy range (Figure 5.1).

The major finding of our work is that photo-excitation by high- and low-photon
energy pulses yields remarkably different optical responses. While high-photon
energy excitation leads to a broadband light-induced transparency in the visible
range due to phase space filling, excitation with photon energies comparable to the
band gap triggers an anomalous response, which is solely localized at the energies of
the single-layer exciton resonance. We characterize this response as function of the
MIR photon energy, the photo-excitation intensity and the sample temperature.
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Figure 5.2: Optical fingerprint of 3D screening in bulk black phosphorus. Calculated
imaginary part of the dielectric function in bulk BP along the armchair (x̂, blue)
and zigzag (ŷ, grey) direction, convoluted with a numerical broadening of 100 meV.
The blue peaks denote the lowest-energy exciton resonances (E11) in monolayer
(1L), bilayer (2L), trilayer (3L) etc. BP, adapted from ref. [37].

5.2 eqilibrium dielectric environment in black phosphorus

BP is an elemental semiconductor which crystallizes in a layered orthorhombic
structure, where, because of sp3 orbital hybridization, phosphorus atoms are arranged
in a puckered honeycomb lattice [32]. As shown in Figure 5.1a, the resulting layers
have two inequivalent high-symmetry directions, the so-called armchair (x̂) and
zigzag (ŷ) directions. This strong in-plane anisotropy has macroscopic consequences
on both the electronic and optical properties of BP [5, 33, 34].

We show in Figure 5.2 the single-particle optical absorption in bulk BP calculated
through first-principle hybrid-functional DFT theory, as discussed in Appendix A. As
a result of the symmetry selection rules, light polarized along the zig-zag direction
is expected to be absorbed only above ∼2 eV. Conversely, when the polarization is
parallel to the armchair direction, the computed absorption threshold is 0.345 eV. This
agrees with previous experimental and theoretical studies [5, 35], and corresponds
to a direct electronic band gap at the Γ point (Figure 5.1c)1.

In order to identify the optical transitions that give rise to the structured absorption
in Figure5.2, it is crucial to consider the evolution of the optical properties of BP
as function of the sample thickness. The direct band gap energy in the monolayer
phosphorene is ∼2 eV, and the optical absorption is dominated by excitons with
binding energies as large as hundreds of meV [37, 38, 39, 40, 41]. Although higher-
energy exciton states are theoretically predicted in the single-layer limit [5], the most
prominent one is the lowest-energy 1s resonance of the E11 exciton transition, that
has been identified by photoluminescence and absorption spectroscopy, and lies at
∼1.73 eV [37, 42].
Importantly, as the layer number (L) is increased, the E11 resonance (along with

the band gap) monotonically shifts to lower energies, as a consequence of the strong

1 It should be noted that we used in the calculation a conventional unit cell with double sized interlayer
distance, as in ref. [36].
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Figure 5.3: FTIR static measurements. a) Steady-state reflectivity measurements for a va-
riety of temperatures in the mid- and far-infrared spectral range. b) Temperature-
dependence of the optical conductivity extracted from panel a through the
Kramers-Kronig relations.

interlayer interactions. As denoted by the position of the blue peaks in Figure 5.2, the
singlet exciton red-shift does not scale linearly with the layer number and eventually
reaches a plateau at∼15L, giving rise to the absorption edge in the bulk limit (0.34 eV)
[38]. This critical thickness is consistent with the theoretically predicted screening
length of 10 nm, which is roughly 20 atomic layers [5].

The optical absorption of bulk BP is thus the result of the strong interlayer interac-
tions that arise from the reduced perpendicular quantum confinement. In particular,
the optical transitions within 0.34 eV (gap energy in bulk BP) and 2 eV (gap energy
in the monolayer) are intrinsically related to the three-dimensional nature of the
material [43]. This is evident in our DFT calculations, which confirm that absorption
in this optical range is dominated by transitions involving solely the lowest energy
bands dispersing along the stacking direction, as detailed in Appendix A.1.
In our time-domain measurements, we leverage on this characteristic and use a

white-light supercontinuum (1.3-2.2 eV) to monitor the transient reflectivity in this
spectral region that is expected to be the most sensitive to pump-induced changes of
the 3D screening environment.

5.2.1 Static reflectivity measurements

We characterized the sample by performing steady-state reflectivity measurements in
the far- and mid-infrared spectral range at different temperatures. The measurements
were performed by P. Di Pietro and A. Perucchi at the SISSI infrared beamline [44] of
the Elettra Synchrotron in Trieste (Italy).2 Reflectivity data were collected using a
Bruker Vertex 70v interferometer.
The reflectivity is rather flat above 4000 cm−1 and reaches a value close to 0.3

for all the temperatures examined (Figure 5.3a). In the mid-infrared region, from
500 to 4000 cm−1, we observe an increase in the reflectivity which features a mild

2 Elettra Sincrotrone Trieste S.C.p.A., 34127, Basovizza, Trieste, Italy.
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dependence on the sample temperature. In the far-infrared range, the reflectivity
is dominated by a peak localized at ∼130 cm−1, that we assign to the B1u IR-active
optical mode, in agreement with previous studies [45, 46, 47, 48].

From the reflectivity data, we retrieved the optical conductivity for the whole set of
temperatures through the Kramers-Kronig relations, as shown in Figure 5.3b. On top
of the phonon mode (more prominent at low temperatures), we reveal a Drude-like
contribution in the low-frequency range, due to the presence of free charge carriers.
At higher frequency, a significant rise in the conductivity marks the gap energy of
the sample at approximately 2250 cm−1 (∼280 meV). The edge clearly shifts towards
higher frequencies as temperature increases, confirming the anomalous temperature-
dependence of the band gap that has been widely reported [49, 50, 51, 52] and only
recently related to the temperature-dependence of the interlayer vdW coupling [53].
Our results are in good agreement with previous optical studies (see ref. [32] and
references therein, and refs. [51, 37]), although we observe a less sharp step-like edge,
which is probably due to the use of unpolarized light in our measurements.

5.3 transient response to above- and sub-gap excitation

The broadband transient reflectivity measurements were carried out on freshly
cleaved bulk BP, employing the experimental setup described in Chapter 2. From the
steady-state Fourier transform infrared (FTIR) measurements reported in Figure 5.3,
we identified the gap energy at room temperature to be ∼0.33 eV. In contrast to most
of semiconductors, the band gap in bulk BP redshifts at lower temperatures, to reach
∼0.28 eV at 12 K. We investigated two distinct regimes: a) the photo-injected excess
energy is larger than the band gap (hν > Eg), so a carrier population is excited in
the material; b) the sample is photo-excited by MIR pulses (hν < Eg) that are not
energetic enough to initiate electronic transitions.

We show in Figure 5.4c the time- and energy-resolved transient reflectivity change
upon high photon-energy excitation. The measurement reported was performed
at T=10 K, but we stress that this result is not affected by the sample temperature
(Section 5.4.4). For probe photon energy (Epr) below 2 eV, the pump-probe time
traces are characterized by an initial negative change in reflectivity, followed – after
approximately 1 ps – by a less intense positive signal (Figure 5.4d). These results
are consistent with previous quasi-monochromatic pump-probe experiments in the
near-infrared range, in which the early-time signal is ascribed to photo-bleaching
due to Pauli blocking and the subsequent one to photo-induced absorption by the
excited free carrier population [15, 16, 18].
Our broadband measurements, however, put these interpretations in a new per-

spective and show that the early-time photo-induced transparency is not a universal
feature of the ultrafast response of bulk BP, but that it vanishes for Epr > 2 eV. This is
an indication that the Pauli blockade effect induced by above-gap photo-excitations
targets only the lowest energy optical band associated to the dispersion along the
stacking direction.
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Figure 5.4: Above- and below-gap photo-excitation in bulk black phosphorus. a)
Normalized DFT-calculated total optical absorption of bulk BP (thick black line).
The yellow area indicates the optical absorption obtainedwhen only the transitions
from the last valence band (lVB) to the first conduction band (fCB) are included in
the calculation. The green Gaussian shape indicates the lowest-energy exciton
resonance in the single-layer limit. The energy scale is uniformly spaced from
1.34 eV up to 2.1 eV (probe energy window), and it is shrinked below 1.38 eV and
above 2.1 eV. c,e) Transient reflectivity map measured on bulk BP at 10 K upon
photo-excitation by high-photon energy (3.1 eV > Eg) and sub-gap (275 meV <
Eg) pulses, respectively. The pumping fluences were 21 µJ cm−2 and 130 µJ cm−2.
b) Normalized spectra at fixed tWL=700 fs of the maps in c and e. A Gaussian
smoothing (σ=1) has been applied to both traces. d,f) Normalized pump-probe
traces of the maps in c and e integrated over the region (1.4-1.7 eV) and (1.5-1.8
eV), respectively.
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To clarify this point, we compare in Figure 5.4a the DFT optical absorption com-
puted including in the calculation all the optical transitions (black line), and only the
transitions between the last valence band (lVB) and the first conduction band (fCB)
(yellow-shadowed area). The two curves overlap up to approximately ∼1.7 eV and
then start to deviate, until the contribution of the optical transitions from lVB to fCB
is almost suppressed. As transitions to other bands dominate above 2 eV, the probe
can be absorbed even if the lVB and fCB are already occupied by the photo-excited
carrier population, thereby overcoming the Pauli blocking effect. We stress that this
effect is not related to a specific pump photon energy and photo-excitation by pumps
with smaller photon energy (0.65 eV) but still larger than the band gap, induces a
similar spectral response (Section 5.4.3).
The broadband photo-induced transparency below 2 eV is not present when the

sample is excited by pulses with photon energy smaller than the MIR gap (Figure 5.4e).
Strikingly, the spectral response with long wavelength pumps displays a qualitatively
different response, that is characterized by a negative feature peaked at ∼1.7 eV
(Figure 5.4b). The suppression of the Pauli blocking effect is an indication that no
optical transitions occur along the stacking direction upon the photo-excitation.
Moreover, the emergence of a transient response that is well localized in frequency
is in stark contrast with the calculated optical absorption of bulk BP (Figure 5.4a),
that does not display any particular resonance at 1.7 eV. Based on these arguments
and the assignments in refs. [37, 42, 54], we tentatively identify this signal with the
appearance of a transient absorption from the lowest-energy exciton resonance in the
monolayer phosphorene, whose energy exactly matches the observed MIR-induced
signal (Figure 5.4a, green curve).
In contrast to previous transient absorption measurements in few-layer BP that

reported a derivative-like signal at the exciton resonance [18], our measurements
display a signal centered at the expected E11 transition, with no significant energy
shifts within the time window considered in Figure 5.4e. This may be an indication
that, at least at early-times, many-body interactions (such as renormalization of
the band gap and exciton binding energy, which would determine a pump-induced
energy shift in the data) are negligible.

5.4 characterization of the above-gap excitation

In this section, we characterize the response of the sample to above-gap excitations.
Specifically, we analyze the dynamics at long time delays and study the transient
response as function of the pumping fluence, the pump photon energy and the sample
temperature.

5.4.1 Coherent longitudinal acoustic phonons generation in BP

Figure 5.5a shows the time- and spectrally-resolved relative reflectivity induced by a
3.1 eV photo-excitation for pump-probe delays up to 100 ps. After the initial photo-
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Figure 5.5: Longitudinal sound velocity revealed by Coherent Longitudinal Acoustic
Phonon (CLAP) creation. a) Transient change in reflectivity induced by visible
ultrashort pulses as function of time-delay and spectral content of the white-light
supercontinuum probe. b) Horizontal cuts of the map in a for a selection of probe
photon energies, each averaged over 70 meV (±35 meV with respect to the value
indicated in the label). The traces are arbitrarily shifted for clarity. The dashed
grey line is a guide for the eye to highlight the linear dependence of the CLAP
frequency on the photon energy of the probe. c) Fourier transform (black line)
of the 1.5 eV curve in b. The Fourier transform calculation has been performed
avoiding the early-time negative dynamics of the signal. The peak arising at
about 50 GHz was fitted by a gaussian-like function (red shape) to estimate its
central frequency. d) Central frequency of the Fourier-transform estimated as in
c as function of the selected probe photon energies (black bullets). The dashed
red line indicates a linear fit to the data, whose slope gives an estimation of the
longitudinal sound velocity of black phosphorus through Equation 5.1 [55].
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bleaching observed in Figure 5.4, at longer time scales, the reflectivity is modulated
by oscillations, whose frequency increases with increasing probe photon energies.
This is better highlighted in Figure 5.5b where we plot pump-probe traces for selected
probe photon energies averaged over 70 meV. We attribute this energy-dependent
modulation of the reflectivity to the onset of Coherent Longitudinal Acoustic Phonons
(CLAP) in bulk BP. CLAP detection via pump-probe spectroscopy is a largely studied
phenomenon and a well-established tool to measure the longitudinal sound velocity
in crystals [56, 55, 57, 58].

In this framework, the pump pulse initiates a travelling strain wave which propa-
gates away from the surface at the longitudinal sound velocity of the material and
periodically shapes its dielectric function. When the probe impinges on the sample,
reflection from both the surface and the CLAP oscillations will contribute to the
measured reflectivity, resulting in interferential processes that cause the oscillatory
behaviour observed in Figure 5.5b. Being the result of an interferential process,
the oscillating frequency ( f ) depends on the wavelength (λ) of the probe pulses,
according to the following relation [55]:

f =
2nvs

λ
(5.1)

where n is the refractive index and vs the longitudinal velocity.
The technique has been applied recently to bulk BP to study how the in-plane

anisotropy affects the CLAP generation [59]. Here, we use the wavelength-dependent
reflectivity oscillations to estimate the sound velocity and provide a characterization
of the sample. For this purpose, we estimate the oscillating frequency by Fourier-
transforming the time-traces in Figure 5.5b. We discard in the calculation the initial
transient response. An example of the Fourier analysis is given in Figure 5.5c, where
the black line is the Fourier-transform of the oscillating reflectivitymeasured at hν=1.5
eV. We fit the peak arising at about 50 GHz with the sum of a gaussian function
(red shape) and an exponential decay to account for the incoherent contributions.
By repeating the same procedure for all the time-traces in Figure 5.5b, we get the
oscillating frequencies that we plot in Figure 5.5d as function of the probe photon
energy. A linear fit to the data estimates the longitudinal sound velocity in our sample
to be vs = 5.85±1.72 km/s, in agreement with the literature [59, 60]. In the calculation,
we considered the refractive index calculated in ref. [61].

5.4.2 Fluence-dependence of the visible pump-probe signal

We show in Figure 5.6 the transient reflectivity upon photo-excitation by 3.1 eV pulses
with different fluence. Both the photo-induced transparency by photo-bleaching
(Figure 5.6b) and the photo-induced absorption (Figure 5.6c) scale linearly in pump
fluence, as shown in the insets. This is an indication that we work in a regime
in which the photo-excited free carrier population is proportional to the absorbed
power.
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Figure 5.6: Fluence-dependent visible pump-probemeasurements. a)Color-codedmaps
of transient change in broadband reflectivity after photo-excitation by visible
ultrashort pulses with variable fluence at 10 K. b-c) Time-traces at selected probe
photon energies (hν=1.4 eV and hν=1.8 eV, respectively) for all the three fluences
under study. The insets show the fitted linear dependence of the transiently
induced transparency at tWL= 400 fs and tWL= 3.5 ps.

5.4.3 Above-gap photo-excitation by near-infrared pulses

In order to explore the non-equilibrium optical response upon injection of different
amounts of excess energy, we photo-excited the sample with near-infrared ultrashort
pulses. Considering the characteristic mid-infrared band gap of bulk BP, these photon
energies are large enough to excite a photo-carrier population. At the same time,
they are much lower than the visible photo-excitation discussed in Section 5.3 that
may eventually initiate higher-order electronic transitions.
We used one of the two near-infrared outputs of the Twin Optical Parametric

Amplifier as pump and tuned it in the range 0.65-0.83 eV. We show in Figure 5.7 the
results of the experiment. There is no appreciable difference neither in the spectral
shape nor in the dynamics of the signal upon photo-excitation by different photon
energies (Figure 5.7a,b). The spectral dependence of the transient reflectivity is very
similar to the one photo-excited by visible pulses: at early times, there is a broadband
photo-bleaching (negative differential reflectivity). Similar to the optical response
to 3.1 eV photo-excitation discussed in Section 5.3, the photo-bleaching is confined
below ∼2 eV.
Above this threshold, the optical absorption is dominated by higher-order transi-

tions, which are not affected by Pauli blocking. However, when compared to Figure
5.5a, the dynamics of the early-time photo-induced transparency due to phase space
filling is slower at smaller pump photon energy. This difference could be explained
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Figure 5.7: Photo-excitation by near-infrared ultrashort pulses. Transient reflectivity
color-coded maps upon photo-excitation by near-infrared pulses with tunable
photon energy. a) Normalized probe energy-dependent spectra at fixed time delay
(tWL=400 fs) for different pump photon energy. b) Normalized pump-probe traces
at fixed probe energy (Epr=1.4 eV).

as follows. The photo-bleaching by Pauli blocking is ultimately due to the fact that
the probing energy levels are already occupied by the pump-excited carriers. On a
picosecond time scale, intra-band scattering with phonons leads to a relaxation of
the free photo-carriers that results in a reduction of the Pauli blocking contribution
to the optical signal. As the pump photon energy is decreased, also the number of
de-excitation channels available for the free carrier population is reduced. This could
result in a slower electron-phonon scattering dynamics and, in turn, in the observed
slower dynamics of the bleach signal (Figure 5.7b). The broadband near-infrared
pump-probe measurements are a clear indication that the overall optical response of
the sample to above-gap photo-excitations is similar, no matter how large the photon
energy is. Only sub-gap photo-excitations unveil a response peaked at the monolayer
exciton resonance.

5.4.4 Temperature-dependence of the pump-probe signal

As highlighted in Section 5.2.1, BP features anomalous thermoelectric properties and
its gap energy monotonically increases with increasing temperature (Figure 5.3b).
The optical response to visible and near-infrared pulses does not have strong

dependence on the sample temperature. We summarize in Figure 5.8 the pump-
probe measurements performed on bulk BP at different temperatures upon visible
(Figure 5.8a) and near-infrared (Figure 5.8b) photo-excitation. The normalized visible
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Figure 5.8: Transient reflectivity maps at different temperatures. a-b) Transient change
in reflectivity at different temperatures upon photo-excitation by visible (Epump
= 3.1 eV) and near-infrared (Epump = 0.65 eV) pulses, respectively. c) Normalized
pump-probe traces at different temperatures integrated over the range 1.35-1.85
eV following a visible (top) and near-infrared (bottom) photo-excitation.

pump-probe traces integrated over a broad energy range almost overlap at different
temperatures (Figure 5.8c, top panel). The same analysis on the reflectivity maps
following a near-infrared photo-excitation (Figure 5.8c, bottom panel) shows that
also in this case the overall signal is similar at different temperatures. We observe a
slower decay time of the photo-bleaching at higher temperatures, possibly due to a
modified electron-phonon scattering rate.

5.5 characterization of the sub-gap excitation

We present in this section a characterization of the transient response to sub-gap
excitations. In particular, we address the fluence-, photon energy- and temperature-
dependence of the transient response of BP to MIR pulses.

5.5.1 Fluence-dependence of the MIR pump-probe signal

We analyze in Figure 5.9 the differential reflectivity following photo-excitation by
MIR pulses with tunable fluence. The optical response at the lowest fluence under
exam is the one discussed in Figure 5.4, where the only contribution to the signal
is well localized in frequency and matches the exciton resonance. When the MIR
pump fluence is increased (up to almost an order of magnitude), a background signal
arises on top of the resonance, whose spectral dependence (Figure 5.9b) is similar to
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Figure 5.9: Fluence-dependent MIR pump-probe measurements. a) Transient reflectiv-
ity maps at 10 K upon photo-excitation by mid-infrared (275 meV) with different
fluences ( f ). To highlight the exciton resonance at low fluences, all maps have
been rescaled by the corresponding pump intensity (1/ f (∆R/R)). b) Energy
spectra of the maps in panel a integrated over 1 ps after the photo-excitation
and normalized over the pump fluence. c) Normalized fluence dependence of the
exciton and TPA contribution. Each point in the graph is obtained by integrating
the spectra in b over the region 1.45-1.9 eV for the exciton, and 1.3-1.45 eV for the
TPA signal. The dotted lines are power law fits to the data. We included in the
TPA fit only the three measurements at lowest fluences. d) Time-traces integrated
over the exciton resonance (1.45-1.9 eV) normalized over the corresponding pump
fluence. e) Time-traces integrated over the energy region 1.3-1.45 eV to highlight
the two-photon absorption (TPA) contribution.
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the one measured upon above-gap photo-excitation (Figure 5.4b, yellow trace). We
ascribe this frequency-broad background to nonlinear two-photon absorption (TPA).

In order to isolate the two contributions, we integrated the differential maps in
Figure 5.9a over two different energy regions: the exciton resonance lies in the range
1.45-1.9 eV, while the TPA signal dominates the low-energy side of the spectrum
(1.3-1.45 eV). We plot in Figure 5.9d,e the pump-probe traces integrated over these
two spectral regions and normalized over the corresponding fluences. While the
exciton resonance is characterized by a fast decay of approximately 1 ps, the TPA
dynamics at high fluences features a slower decay time, which is very similar to
the one measured upon near-infrared (0.65 eV) photo-excitation (Figure 5.7c bottom
panel). This reinforces our assignment of the TPA signal.

A further confirmation comes from the fluence dependence of the resonance and
TPA contributions (Figure 5.9c). We fitted the points in the plot with a power law
function (βxα) to extract the fluence dependence. While the TPA signal scales as the
square of the fluence (αTPA=2.17±0.09), in agreement with a two-photon process, the
resonance is consistent with a square root-like dependence (αexc=0.71±0.07). This
may be an indication that the peaked transient absorption is the result of a coherent
effect that scales with the amplitude of the electric field (

√
f ∼ |E|).

It should be noted that the two points at highest fluences of the TPA signal deviate
from the expected quadratic power law. This behaviour can be explained by the satu-
ration of optical absorption that has been observed in BP under strong illumination.
Due to the Pauli blockade effect, interband transitions become forbidden and this
results in a nonlinear enhancement of transmittance in both few-layer and bulk BP
[62].

5.5.2 Reflectivity maps as function of MIR pump photon energy

We show in Figure 5.10a the time- and energy-resolved transient reflectivity upon
photo-excitation by MIR pulses with photon energy tunable across the bulk BP band
gap. The measurement at the highest MIR photon energy displays a prominent
contribution of the spectral feature peaked at 1.7 eV and assigned to the monolayer
lowest-energy exciton resonance. A spectrally-flat background is present, along with
a replica of the signal at tWL ∼2 ps that arises from a partial reflection of the copper
substrate. As the MIR photon energy is decreased, the contribution of the exciton is
reduced in intensity, but the flat background is not suppressed.

In order to isolate the exciton contribution and quantify it as function of the MIR
photon energy, we performed a bi-exponential fit of the pump-probe traces at each
probe energy. We identified a fast-decaying component associated to the resonance,
and a slow-decaying component that is associated to the background and that has
been subtracted. We show in Figure 5.10b the energy-integrated pump-probe traces
after the subtraction of the background.
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Figure 5.10: Photon energy-dependent MIR pump-probe measurements. a) Transient
reflectivity maps upon photo-excitation by MIR pulses with tunable photon
energy at constant fluence (160 µJcm−2). b) Pump-probe traces integrated over
the spectral region (1.45-1.65) eV after the subtraction of a slow-decay component
through bi-exponential fitting of the data in panel a.

5.5.3 MIR pump-probe signal as function of temperature

We plot in Figure 5.11a the time- and energy-resolved transient reflectivity maps upon
photo-excitation by MIR pulses (hν=275 meV) at different sample temperatures. The
∆R/R map at low temperature consists of the frequency-localized signal associated
to the phosphorene E11 exciton resonance and a spectrally-flat background.
Similarly to the MIR photon-energy dependent measurements (Figure 5.10a), the

resonance disappears at higher temperatures, while the background persists, even
if reduced in intensity. In order to study the temperature-dependence of the two
contributions independently, we analyzed the data as follows. Firstly, we performed
an integration of the pump-probe traces over the spectral range of the resonance
(1.45-1.8 eV) and subtracted the spurious replica of the signal at tWL ≃ 3 ps coming
from the back-reflection of the copper substrate. The result is the black curve plotted
in Figure 5.11b for a representative map at T=150 K. We fitted this curve with the sum
of a fast-decaying exponential (yellow curve), which reproduces well the dynamics of
the exciton, and an error function (grey curve) to fit the background. By performing
the same analysis on all the maps in Figure 5.11a, we plotted in Figure 5.11c the
temperature-dependent amplitude of the resonance signal (light blue curve) and of the
background (pink curve). The latter is consistent with a fit-independent integration
of the pump-probe traces at positive time delays (3-4 ps, dashed black curve).
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Figure 5.11: Temperature-dependent MIR pump-probe measurements. a) Transient
reflectivity maps upon MIR photo-excitation (hν=275 meV) at different tempera-
tures. The fluence has been kept constant and equal to 160 µJcm−2. b) Example
at T=150 K of the analysis performed. The black curve is the pump-probe traces
integrated over the spectral region 1.45-1.8 eV. The red curve is a fit to the data
that is the sum of a fast exponential decay (yellow curve) and a slow-decaying
background component (error function, grey curve). c) Fitted amplitude of the
signal (light blue) and of the background (pink) as function of sample tempera-
ture. The dashed black curve indicates the fit-independent background obtained
by integration of the pump-probe traces at positive times (3-4 ps).

5.6 mir-induced resonance

In order to shed light on the mechanism leading to the observed resonance, we
summarize here the main results obtained from the characterization discussed in
Section 5.5. As detailed in Section 5.5.2, we quantified the intensity of the transient
signal associated to the resonance at each pump photon energy.

We plot in Figure 5.12a the results of this analysis for two different fluence regimes
of the MIR pump pulse. We observe that the signal is quenched at small pump photon
energies. In particular, the resonance is suppressed at approximately 200 meV at low
MIR fluences, while the cut-off edge is redshifted at higher pumping fluences. We
associate this cut-off to the effective band gap energy of the material upon the MIR
photo-excitation, which is found to trigger a transient gap closure.
While it would be tempting to ascribe the redshift of the response to a carrier-

induced band gap renormalization, as observed in ref. [22], we stress that the photo-
injected excess energy here is smaller than the equilibrium band gap and no above-gap
free-carrier population is excited in the linear response. In fact, according to the
study of the MIR pump fluence-dependence (Section 5.5.1), population effects due
to two-photon absorption can be ruled out. As evidenced in Figure 5.9, the signal
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Figure 5.12: Non-adiabatic control of the black phosphorus gap with MI pulses. a)
Intensity of the MIR-driven resonance at 10 K as function of the photon energy
of the MIR pump in a low (130 µJ cm−2, light blue line) and high (890 µJ cm−2,
dark blue line) field strength regime. Each point in the plot is the result of
an integration over a specific probe energy- and time-range (1.4-1.8 eV and 0-
750 fs, respectively). The curves are divided by the corresponding fluence. b)
Normalized intensity of the resonance as function of the sample temperature for
three different photon energies of the MIR pump. c) DFT-calculated band gap
energy in bulk BP with modified interlayer distance (c). Negative (positive) values
of ∆c correspond to a compression (expansion) along the stacking direction.
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associated to the exciton resonance does not scale as the square of the fluence (as
it would be expected if two-photon absorption processes were involved), but it is
consistent with a coherent effect that scales with the amplitude of the electric field.

While the further redshift of the band gap at higherMIR fluence (Figure 5.12a) could
suggest a thermally driven effect, temperature-dependent measurements at fixed MIR
pump photon energy rule out also this possibility. In Figure 5.12b, each point indicates
the intensity of the resonance measured at a given temperature and pump photon
energy (as explained in Section 5.5.3). For all the three examinedMIR photon energies,
the resonance disappears at high temperature, hence providing a clear indication that
its emergence is related to the equilibrium band gap energy. Importantly, the high
temperature cut-off for the dynamical resonance signal occurs at higher temperature
when the MIR photon energy is larger. The temperature-dependence of the gap
energy is then consistent with the equilibrium thermoelectric properties of BP, but
follows an opposite trend with respect to the MIR fluence-dependent measurements
in Figure5.12a.

5.6.1 Double-pump response

In order to further rule out thermal effects, we carried out double-pumped pump-
probe experiments employing the three-pulse scheme described in 2.
In these experiments, the three-pulse scheme is adopted to study the broadband

transient reflectivity of the sample in its excited state. The sample is simultaneously
photo-excited by both the visible (3.1 eV) andMIR (275 meV) pumps (whose time delay
τ can be arbitrarily set), and probed by the white-light supercontinuum, as depicted
in Figure 5.13a. Two optical choppers placed along the optical path of the pumps and
synchronized to run one at double the frequency of the other, repeatedly block the
pumps, as sketched in the top of Figure 5.13a. The probe pulses (repetition rate = 5
kHz) are sorted according to the chopping scheme, so that they fall into one of the
four dashed boxes in Figure 5.13a (“U” = unpumped spectra, “DP” = double-pumped
spectra, “MIR” = MIR pump-excited spectra, “VIS” = visible-pump excited spectra).
This differential acquisition allows to isolate, within the very same measurement, the
dynamical response of the sample to just the visible pump (RVIS = (VIS − U)/U),
just the MIR pump (RMIR = (MIR − U)/U) and the joint response to the double
photo-excitation (RDP = (DP − U)/U).

In Figure 5.13b,c we plot as a reference the transient reflectivity maps upon photo-
excitation by MIR (RMIR) and VIS (RVIS) pulses, which show, respectively, the
MIR-driven exciton resonance at 1.7 eV and the broadband photo-bleaching by Pauli
blocking (same data discussed in Figure 5.4). The strength of our three-pulse approach
is the possibility to measure how the sample responds to MIR fields after a previous
photo-excitation by the visible pump. The panels d,e in Figure 5.13 (RDP − RVIS)
show that, if BP is previously excited by the above-gap pump at tWL=0 (white arrows),
theMIR-driven resonance is suppressed and a broadband photo-induced transparency,
similar to that in Figure 5.13e, is observed.
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Figure 5.13: Double-pumped pump-probe measurements. a) Conceptual scheme of the
three-pulse experiment. The blue and red squares on the top indicate the status
(ON/OFF) of the optical choppers that cut the visible andMIR pumps, respectively.
The blades run synchronously (ω=45 Hz), so that the response to both the pumps
(DP), to only the mid-infrared one (MIR) and to only the visible one (VIS) can
be isolated. The unpumped spectra (U) are also acquired as reference, when
both the choppers block the pump beams. b-c) Transient reflectivity maps upon
MIR (hν=275 meV) and visible (hν=3.1 eV) photo-excitation, respectively. d-e)
Transient reflectivity maps upon MIR photo-excitation when the sample was
previously photo-excited by visible pulses. The delay between the arrival of the
two pumps is 250 and 750 fs, respectively. The white arrows indicate when the
above-gap photo-excitation occurs. f) Normalized energy cuts of the maps in
b-e. The spectra are averaged over 400 fs.
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We compare in Figure 5.13f the transient spectra in the four configurations consid-
ered (maps in b-e). The suppression of the resonance in the double-pumped response
reveals that its emergence takes place only in the pristine sample, where there are no
free carriers. This evidence indicates that, whenever absorption occurs (being from
the ground or the excited state), the photo-injected carriers screen the resonance and
modulate the optical response through Pauli blocking. This is a further indication
that the observed resonance is related to a coherent non-adiabatic effect, rather than
a population one.

5.7 discussion

The experimental observation of a MIR-driven narrow resonance at 1.7 eV in BP con-
stitutes the major discovery of this work. This is rather unexpected in the equilibrium
response function of the bulk material, which is flat and featureless in that spectral
region. Such a dramatic change in the response function exactly in correspondence
of the energy of the single-layer exciton, suggests that the interlayer interactions are
impulsively perturbed and thus the 3D screening environment is modified.

The nonlinear response to sub-gap excitation indicates that the transient emergence
of a visible MIR-driven resonance is accompanied by a non-thermal closure of the
infrared band gap (Figure 5.12a). To identify a mechanism that could rationalise our
experimental evidence, we ran a set of simulations with modified interlayer spacing
(c) in bulk BP at equilibrium. The rationale of this approach is that the 3D screening
(along with the corresponding band structure and gap energy) at equilibrium is
ultimately set by the interlayer distance in the simulated material. By freezing the
in-plane atomic distances, we calculated the band gap energy when the crystalline
structure is compressed (∆c<0) or strained (∆c>0) along the stacking direction up to
1% (Figure 5.12c). We found that when the interlayer distance is increased, the gap
energy increases as well, in agreement with previous calculations [5]. This scenario
is qualitatively analogous to an adiabatic thermal expansion, which, as observed both
at equilibrium (Figure 5.3) and in temperature-dependent pump-probe measurements
(Figure 5.12b), is related to an enlargement of the infrared optical gap. The observed
MIR-driven collapse of the band gap (Figure 5.12a) is instead compatible with a
contraction along the stacking direction.

We stress, however, that such comparison is only qualitative, while quantitatively
the observed dynamical collapse of the infrared gap remains unexplained and can-
not be rationalized solely as an adiabatic compression of the lattice. On the one
hand, the calculated gap energy is much larger than the one extracted by the pump
wavelength-dependent experiments. In this regard, it should be noted that in the
simulated adiabatic compression the in-plane lattice parameters have been kept fixed,
while further in-plane contractions could result in a larger band gap closure [48], as
detailed in Appendix A.2 where hydrodynamic pressure-dependent simulations are
discussed. On the other hand, the most relevant aspect distinguishing the observed
MIR-driven response from an adiabatic contraction of the c-axis is the fact that the
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latter is expected to increase the screening of excitonic resonances, while the optical
measurements revealed the transient emergence of a resonance which is instead
compatible with a dynamical reduction of screening.

Based on the evidence collected so far, we speculate that the sudden reduction of
the 3D screening that possibly unveils the single-layer exciton in our measurements
could be related to a non-adiabatic coherent redistribution of the charge carriers
driven by MIR pulses. In a simple picture, the bulk material at equilibrium can be seen
as an electron bath in which the single-layer excitons are largely screened due to the
high carrier mobility. Upon photo-excitation by MIR pulses, the material interacts
with a long-wavelength in-plane electric field, which forces the electrons to a coherent
motion, resulting in light-driven ac-currents. Due to the sudden charge redistribution,
the electron bath is then less effective in screening the exciton, whose transient
absorption is then detected by the broadband probe. Moreover, the establishment of
such currents might also affect the layered structure of the material. Analogously to
the magnetic attraction experienced by wires carrying homodirectional dc-current
(Biot-Savart law), the driven in-plane transport of charge carriers may result in a
contraction along the stacking direction, that, based on our DFT simulations, could
justify the observed band gap closure. In this regard, investigating the coherent
response triggered by intense THz fields might be decisive to assess the role of
light-driven ac-currents in a layered semiconductor prototype such as BP.
Finally, we stress that it cannot be excluded that other processes, not directly

involving the single-layer excitonic structures, may give rise to a similar response.
For example, a peaked response may arise from photo-induced perturbation of
indirect band gaps. However, this seems a more unlikely scenario as significant
structural changes would be required to justify such an impulsive modification of
the material band structure. Moreover, motivated by our experimental evidence,
we have considered that the emergence of the MIR-driven resonance and the non-
thermal collapse of the gap are related phenomena. If we ease this assumption, other
pictures could be considered. While the gap collapse might be related to a bulk
effect, the resonance peaked at the single-layer exciton could be an indication of a
photo-induced expansion of the material, eventually leading to a transient structural
detachment of the surface layers. We deem this scenario unlikely for two reasons: i)
the deformation needed to completely decouple the external layers would be massive
and yet reversible; ii) the response is peculiar for sub-gap excitation, while energy
absorption is far larger for high photon energy. Nevertheless, time-resolved structural
determination (X-ray or electrons diffraction) would be needed to unequivocally rule
out such effects.

5.8 conclusions

In conclusion, we have studied the non-equilibrium dielectric environment in bulk
BP upon photo-excitation by energy-tunable ultrashort pulses. Our ab-initio DFT
calculations have shown that the optical absorption below 2 eV is dominated by tran-
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sitions involving energy bands dispersing along the stacking direction, making this
spectral region intrinsically linked to the enhanced 3D screening in the bulk material.
We have found that high-photon energy excitations uniformly target this whole
band, leading to a spectrally flat photo-induced transparency through Pauli blocking.
This bulk-like spectral response is suppressed when the sample is photo-excited
by sub-gap mid-infrared pulses, which reveal instead a peaked transient response,
that matches the lowest-energy exciton resonance in the monolayer phosphorene.
By unveiling how low energy ac-currents may modify the screening of excitonic
resonances in quantum materials, our findings potentially enable an ultrafast control
of screening in layered semiconductors, which is of paramount importance for 2D
materials-based optoelectronic applications.
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a ab-initio calculations

The DFT calculations have been carried out byM. Zanfrognini, D. Varsano, M. Rontani
and E. Molinari at the University of Modena.3
The ground state structural and electronic properties of bulk BP have been eval-

uated at the DFT level, using the Quantum Espresso package [63]. The structural
relaxation has been performed using the PBE [64] approximation for the exchange
correlation potential together with the plane wave basis set, while ONCVPSP [65]
norm-conserving pseudopotentials have been adopted to model the electron–ion
interaction; the kinetic energy cutoff for the wave-functions has been fixed to 90 Ry,
while the Brillouin zone has been sampled with a 16x16x8 k-point grid. Van derWaals
interactions between layers has been included using the Grimme-D2 parametrization
[66].

Both atomic positions and lattice parameters (a conventional orthogonal unit cell
has been used, with eight atoms per cell) were relaxed up to when forces acting on
each atom were below 3 × 10−4 eV/Å. The obtained lattice parameters a = 4.43 Å, b
= 3.33 Å, c = 10.48 Åare in good agreement with experimental [67] and theoretical
results [68].
Hybrid-DFT (using Gau-PBE hybrid functional [69]) has been used to perform

electronic band structure calculations. The equilibrium charge density and electronic
Kohn-Sham states have been computed using a 20x20x10 k-point grid to sample
the Brillouin zone, in combination with a 4x4x2 grid for the sampling of the Fock
operator. The obtained direct electronic band gap of 0.34 eV (located at the Γ point)
turns out to be in reasonable agreement with the experimental one [70].

Optical properties have been evaluated using the Yambo code [71], at the independent-
particle level. The dielectric function has been calculated as:

εα(E) = 1 +
16π

Ω ∑
c,v

∑
k

1
Eck − Evk

|rα
vc|2

(Eck − Evk)2 − (E + iγ)2 (A.1)

where Eck (Evk) are the conduction (valence) electronic states computed at the Gau-
PBE level, rα

vc are the interband electric dipoles between a valence and a conduction
state projected along direction α (the direction of light polarization) and computed
using Covariant approach [71]; finally, γ is a broadening, here always fixed to 0.1 eV.

a.1 Contributions to calculated optical absorption

In this section, we identify the electronic transitions responsible for the absorption
spectrum (computed at the independent particle level) in the range [0-3.0] eV for bulk
BP. Specifically, we consider various sub-regions of the absorption spectrum and
determine the pairs (ck,vk) of a conduction and a valence state at a given k-point in
the Brillouin zone, for which:

3 Dipartimento FIM, Università degli Studi di Modena e Reggio Emilia, 41125, Modena, Italy; Consiglio
Nazionale delle Ricerche—Istituto Nanoscienze, 41125, Modena, Italy.
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Figure A.1: Contributions to calculated optical absorption. Left panels show the absorp-
tion spectrum (i.e. the imaginary part of the dielectric function) for light polarized
along the x-axis. In the right panels, we highlight the transitions along the high
symmetry directions in the Brillouin zone that are responsible for the absorption
in the red-shaded area of the spectrum in the corresponding left panels. See text
for details. The high symmetry points are expressed in reciprocal lattice units.
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• The energy difference Ec(k) – Ev(k) (transition energy) is within the energy
range of the considered sub-interval of the absorption spectrum;

• The dipole matrix elements |rx
vc| (computed along the x-direction) are the most

intense.

In this way, it is possible to identify which regions of the Brillouin zone contribute
to a given portion of the absorption spectrum, selecting transitions characterized by
a high dipole strength.
The left panels in Figure A.1 show the absorption spectrum computed for light

polarized along the x direction: in each subfigure we highlight in red the portion
of spectrum mainly determined by the transitions between valence and conduction
states denoted by the arrows in the band structures shown in the corresponding panels
on the right; the width of the arrows (denoting different transitions) is proportional
to |rx

vc|, normalized to the largest dipole matrix element in a given region. Further,
the k-points, along which the band dispersions are shown, are expressed in reciprocal
lattice units (rlu).

Figure A.1a,b show that the main contribution to absorption in the range [0.3,1.0]
eV comes from transitions between the last occupied valence and the first unoccupied
conduction bands, with both k parallel to the ΓY direction in the kz = 0.0 plane and
with k parallel to the ΓZ direction.

At higher photon energies (Figure A.1c,d, Figure A.1e,f and Figure A.1g,h), the
absorption is explained in terms of transitions between the same valence-conduction
band pairs considered before but characterized by wave vectors with progressively
increasing kz (the in-plane component remains close to Γ and mostly parallel to ΓY
direction).

Looking at Figure A.1i,l, we can rationalize the absorption structure at about 2.2 eV
as a transition between the penultimate occupied valence and the second unoccupied
conduction bands, in the kz = 0.5 rlu plane of the Brillouin zone, where the last two
valence bands (along with the first two conduction bands) are degenerate in energy.

Finally, Figure A.1m,n demonstrate that the main contributions to the absorption
peak between 2.7 and 3.0 eV come from transitions between the penultimate valence
and the second unoccupied conduction band, at the wave vectors at which the
transitions responsible for the absorption in the [0.3,1.0] range occur.

a.2 Hydrodynamic pressure-dependent DFT calculations

We present in this section the effect of external hydrodynamic compression on the
electronic properties of BP. More precisely, we focus on applied pressure values in
the range between 0.2 GPa up to 1.0 Gpa. The lattice parameters in presence of an
external hydrodynamic pressure have been determined by minimizing the enthalpy
of the structure. This has been done at the DFT level using PBE exchange correlation
functional. The atomic positions within the unit cell have been relaxed following
the procedure outlined in ‘Methods’ section. Finally, the electronic properties as
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Figure A.2: Pressure-dependent simulations. a) Compression of the lattice parameters as
function of the applied external pressure. We highlighted the relative changes in
the lattice parameters corresponding to the highest applied pressure, as denoted
by the red arrows. b) Corresponding band gap energy plotted as function of the
pressure.

a function of the external pressure have been computed with Hybrid DFT, using
GAU-PBE hybrid functional.

In Figure A.2a we summarize the effect of the application of an external pressure
on the lattice parameters. The resulting in-plane contraction is anisotropic: it is more
prominent along the armchair direction (a), while less important along the zigzag
direction (b). The electronic band gap is significantly reduced upon the hydrodynamic
compression (Figure A.2b).
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Part II

T IME - RE SOLVED ELECTRON IC RAMAN
SCAT TER ING IN CUPRATES : A

CO VAR IANCE - BASED APPROACH





why noise matters

Since the advent of the early technological devices, the presence of random noise
has always been considered detrimental to the detection of signals. This perception
also stems from our own daily experience: the annoying buzz that we happen to hear
in our headphones, or the blurring of the radio signal in our car, all originate from
concomitant different kinds of noises that eventually lead to the signal degradation.
In the attempt to improve the communication systems, engineers have put a lot of
effort ever since in trying to realize noise-limited devices.

However, in a few fascinating cases, the presence of noise can surprisingly enhance
the signal detection, rather than being a nuisance. The phenomenon of stochastic
resonance is a perfect example of this condition [1, 2]. The stochastic resonance is
a nonlinear cooperative effect in which a weak periodic signal is amplified by the
presence of environmental noise, which effectively makes the system “resonating”
at a given noise threshold. Initially formulated in the attempt to explain the ice-age
cycles [3], stochastic resonance has been later observed in many biological systems,
from crayfish (which leverage the environmental noise to detect the coherent pres-
sure variations caused by the approach of a predator [4]) to humans (whose tactile
sense is enhanced when an appropriate level of touching noise is added [5]).

The idea of using noise as an additional source of information has recently started
to be envisioned also in experimental physics. In photoionization electron spec-
troscopy [6, 7] and mass spectrometry [8], for instance, the implementation of a
covariance-based detection has allowed to analyse the fluctuations in the detected
signals and to extract information otherwise prevented in themean-value observables.

Nonlinear optical spectroscopies are ideal candidates for such approach. In non-
linear optics, the signals are typically extremely weak, and complex experimental
solutions are often adopted to separate them from the more prominent linear contri-
butions. In addition, femtosecond laser sources are characterized by several stages
of amplification that unsettle the pulse-to-pulse stability, on which the success of
the mean-value detections relies. From an alternate perspective, however, one could
take advantage of the intrinsic fluctuations of the laser source. In a noise-assisted
framework, each ultrashort pulse delivered by the source can be considered as a
unique realization of the experiment, rather than just one of the multiple repetitions
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on which the average is performed. By separately recording a large set of pulses,
the computation of higher-order momenta can be then used to search the noise and
uncover correlations that standard mean-value approaches would miss.

The use of higher-order statistical tools is especially appealing for studying cor-
related materials in which fluctuations of diverse nature play a major role [9]. In
these systems, in fact, standard mean-value measurements would flatten not only
the environmental noise, but also the intrinsic photonic fluctuations (either classical
or quantum) that can carry instead genuine information on the material properties
[10, 11, 12, 13]. The phase diagram of high temperature cuprate superconductors
well exemplifies the relevance of developing experimental approaches suitable for
probing fluctuations. In both underdoped and optimally-doped cuprates, supercon-
ducting fluctuations survive well above the critical temperature [14, 15], where either
the presence of a competing charge order or the pair phase incoherence yet hinder
the formation of a macroscopic superconducting state. Furthermore, also magnetic
[16, 17] and atomic lattice fluctuations [18] have been proposed to play an active role
in the Cooper pairing of the cuprates.

In this second part of the dissertation we combine a pump-probe scheme with a
noise-assisted covariance-based detection for studying electronic Raman scattering
in cuprates. In developing such approach, we capitalize on the peculiar strengths of
each technique to pursue a time-resolved, momentum-sensitive investigation of the
Cooper pair breaking in an optimally-doped sample of Bi2Sr2CaCu2O8+δ.
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6

RAMAN SCAT TER ING IN CUPRATES

In this chapter we shall review the fundamentals of Raman spectroscopy, mainly
focusing on the electronic Raman scattering in cuprates and its application for the
momentum-resolved study of the d-wave superconducting (SC) gap. In the first
section, we will provide an intuitive description of the Raman processes based on
classical arguments. We will then resort to a fully quantum treatment to describe
the process in terms of creation/annihilation of elementary excitations. This will
lead us to the derivation of the Raman tensor of D4h cuprates, whose symmetries
will be exploited to study the SC order parameter projected onto different regions of
the Brillouin zone. This discussion will set the basis for the time-resolved stochastic
Raman measurements presented in Chapter 8.

6.1 fundamentals of raman scattering

When light impinges on a molecule or a solid, most photons elastically scatter from
the material. However, a tiny portion of them (typically 1 over 108) may scatter
inelastically, thereby shifting away from the incident light. This is what the physicist
C.V. Raman dubbed as "A new radiation" in his inaugural speech almost a century
ago [1], and that it was later named after him.

Although Raman spectroscopy has been historically associated to the study of the
vibrational spectrum of materials, its applicability is much more general. Inelastic
scattering can in fact originate also from the coupling of light to other fundamental
excitations, such as magnons and electrons. Here, we will deal in particular with the
electronic Raman scattering, that has proven a valuable tool in experimental con-
densed matter for studying correlated systems. The great advantage of the technique
is that, by simply selecting the polarization of the incoming and the scattered photons,
it allows to single out the electron dynamics projected into specific regions of the
Brillouin zone, thereby accessing the k-resolved two-particle correlation function
that is prevented in other single-particle k-resolved techniques, such as ARPES and
electron tunneling [2].

In the 1980s, direct electronic Raman scattering by SC Cooper pairs was observed
and theoretically formulated [3, 4]. The advent of SC cuprates in 1986 [5] finally
unlocked the full potential of the technique, that has provided unique insights into
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the anisotropy of the SC order parameter and the behaviour of competing orders
that arise from the strong electronic correlations [2].

Bearing in mind that the aim of this discussion is to introduce the reader to
theoretical concepts that will be used in the following chapters, we will start by
giving an intuitive picture of classical Raman scattering from a molecule and in a
solid. A more general quantum approach will be then presented to derive the Raman
tensor in our cuprate sample.

6.1.1 Classical description

From a classical point of view, Raman scattering can be interpreted as originating
from a perturbation in the electronic polarizability due to the presence of the nuclear
modes [6]. If we consider a two-atom molecule on which an electric field E(ω) is
applied, the polarizability α0 results into a dipole moment PD(ω) = α0E(ω) which
acts as the source of the evanescing wave. If the molecule vibrates at the frequency
Ω, the polarizability, at the first order, will be periodically modulated at the same
frequency by an additional term as P(ω) = (α0 + α1 cos Ωt)E0 cos ωt, that can be
re-written in the following clearer form:

P(ω) = α0E0 cos ωt + (α1E0/2) [cos(ω + Ω)t + cos(ω − Ω)t] (6.1)

As a result, light is scattered not only at the frequency ω of the incoming field
(Rayleigh scattering), but also at the Raman sidebands ω − Ω (Stokes process) and
ω + Ω (Anti-Stokes process), that are many orders of magnitude weaker than the
elastic contribution.

In solids, the presence of the periodic crystalline potential causes the waves scat-
tered in different directions of the crystal to interfere. As a result, for a given incident
wavelength and a nuclear mode, light is scattered in a well-defined direction via
constructive interference. To obtain an expression of the Raman intensity in solids,
the susceptibility tensor χjl has to be considered instead of the molecular scalar polar-
izability. Moreover, the atoms’ displacements are replaced by the normal coordinates
Qk of the oscillations. The susceptibiltiy can be expanded in a power series of the
normal coordinates:

χjl = (χjl)0 + ∑
k

(
∂χjl

∂Qk

)
0

Qk + high.ord. (6.2)

where the coefficient ∂χjl
∂Qk

≡ χjl,k is a component of the so-called Raman tensor R.
Each component of the tensor has three indices: j and l run over the coordinates 1
to 3, while k runs over the 3(N − 1) normal coordinates of the crystal, being N the
number of atoms in the unit cell.
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Figure 6.1: Feynamn diagram of a Stokes process. k1,2,ω1,2 are the wavevector and the
frequency of the incident (1) and the scattered (2) photon, while q,ω those of
the elementary excitation (phonon) created. HA and HEL represent the electron
interaction with the field and the lattice, respectively [7].

In analogy with Equation 6.1, the induced dipole moment that is responsible for
the Raman sidebands is

Ps
Dj(ω ± Ωk) = χjl,kϵ0VEi

l0Qk0 cos(ω ± Ωk)t (6.3)

where V is the unit cell volume and we have defined Qk = Qk0 cos Ωkt in Equation
6.2. The Raman scattering intensity can be readily evaluated as the absolute square of
the projection of Ps

D on a selected direction of polarization es of the scattered light:

ϕ(k) = C |esPs
D|

2 = C

∣∣∣∣∣∑j
es

j P
s
Dj(k)

∣∣∣∣∣
2

∝

∣∣∣∣∣∑jl es
j χjl,kei

l

∣∣∣∣∣
2

E2
0 (6.4)

where it is clear that any component of the Raman tensor can be singled out by a
proper selection of the incident (ei) and the scattered (es) light polarization.

6.1.2 Electronic coupling to light: quantum treatment

From a quantum mechanical point of view, the Raman scattering process can be
interpreted as the creation (Stokes) or the annihilation (Anti-Stokes) of an elementary
excitation in the solid. The Stokes process is illustrated in Figure 6.1 and can be
described in three fundamental steps [7]:

• The impinging electric field couples to the electronic system of the material.
The absorption of a photon results in the creation of an electron-hole pair that
brings the electronic system into a virtual intermediate state.

• The electron-hole pair migrates to another state, leading to the creation of an
elementary excitation.

• The electron and the hole recombine and emit the scattered photon.

A fully quantum treatment of the Raman scattering can be obtained through the
second-order perturbation theory, considering the vector potential of the electromag-
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netic fields as a perturbation [2]. The Hamiltonian of N electrons with mass m and
charge e interacting with the electromagnetic fields:

H =
N

∑
i

[
p̂i + (e/c)Â(ri)

]2
2m

+ HC + HF (6.5)

where p̂ is the momentum operator and Â(ri) is the vector potential of the fields
at the spatial-temporal coordinate ri. HC and HF represent the hamiltonian of the
Coulomb interaction between electrons and hamiltonian of the free electric fields,
respectively. By expanding the kinetic term containing the minimal coupling to the
the fields, Equation 6.5 can be further re-written in the following form:

H = H̃ +
e

2mc ∑
i

[
p̂i · Â(ri) + Â(ri) · p̂i

]
+

e2

2mc2 ∑
i

Â(ri) · Â(ri)

≡ H̃ + H′
INT + H′′

INT

(6.6)

where we have defined H̃ = H0 + HF and H0 = (1/2m)∑i p̂2
i + HC. H0 is the total

hamiltonian of the material and we denote with |α⟩ its eigenstates as H0 |α⟩ = Eα |α⟩.
The eigenstates are labelled with all the relevant degrees of freedom (band index, spin
and orbital quantum numbers) and their exact expression (Bloch waves or Hubbard
states) depends on the potential included in HC.

The observable of an electronic Raman scattering measurement is the total cross
section for scattering from all electrons illuminated by the incident light source. From
scattering theory, the differential cross section, i.e. the probability that an incident
photon having momentum qi, frequency ωi and polarization ê(i)q is scattered within
a solid-angle interval (Ω, Ω + dΩ) and a scattered energy window (ωs, ωs + dωs),
is evaluated by the Fermi’s golden rule:

∂2σ

∂Ω∂ωs
∝

ωs

ωi

1
Z ∑

I,F
e−

EI
kBT |MF,I |2δ(EF − EI − h̄(ωi − ωs)) (6.7)

where kB is the Boltzmann constant and Z the partition function, so that the factor
1
Z ∑ e−

Ej
kBT represents the probability for the system to be in the jth microstate. I,F

represent the initial and the final state of the electronic system, having energy EI ,EF
respectively. |MF,I |2 indicates the matrix elements that determine the light scattering,
that can be obtained as ⟨F; qs, ωs, ê(s)q |H′

INT + H′′
INT|I; qi, ωi, ê(i)q ⟩. The matrix

elements can be analytically computed by using second-order perturbation theory
[8]. Looking at Equation 6.6, it can be noted that the two terms of the interacting
hamiltonian behave differently. While H′

INT couples the electron’s current to a single
photon, in H′′

INT the electron’s charge is coupled to two photons. By expanding the



6.2 selection rules in cuprates 143

vector potential into Fourier modes and using a second-quantization formalism for
the electronic states, the scattering matrix elements can be expressed as follows:

MF,I =ei · es ∑
α,β

ρα,β(q) ⟨F|c†
αcβ|I⟩+

+
1
m ∑

ν
∑

α,α′,β,β′
pα,α′(qs)pβ,β′(qi)×

×
(
⟨F|c†

αcα′ |ν⟩ ⟨ν|c†
βcβ′ |I⟩

EI − Eν + h̄ωi
+

⟨F|c†
βcβ′ |ν⟩ ⟨ν|c†

αcα′ |I⟩
EI − Eν − h̄ωs

) (6.8)

where |I⟩, |F⟩ and |ν⟩ are the initial, final and intermediate many-electron states
having energy EI , EF and Eν, respectively. We have denotedwith q = qi −qs themo-
mentum transfer and with cγ (c†

γ) the annihilation (creation) operator of the electron
state |γ⟩, which is an eigenstate of H0. In second quantization, ρα,β(q) = ⟨α|eiq·r|β⟩
is the matrix element for single-particle density fluctuations, while pα,β(qi,s) =

⟨α|p · ei,se
±iqi,s·r|β⟩ is the momentum density matrix element. The first term in

Equation 6.8 arises from first-order perturbation of the two-photon term in Equation
6.6. The remaining terms come from the second-order perturbation of the single-
photon terms via intermediate states |ν⟩, while the first-order corrections vanish.

The first term is referred to as nonresonant Raman scattering and describes the
process in which the photon gives away part of its energy to create an electron-hole
pair. In the second term, an intermediate state is involved, which decays into the
final state via the emission of scattered photons. The latter process can be resonant,
thereby significantly enhancing the Raman cross section, if the incident or scattered
photon energy matches the energy difference between the initial and the intermediate
states (denominators approaching zero). From this simple picture, it follows that
excitations lying near the Fermi surface are mainly probed by the nonresonant Raman
process, while excitations involving transitions between different bands are probed
via the intermediate state pathway [2].

6.2 selection rules in cuprates

The computation of Equation 6.8 for a given materials can be significantly simplified
by symmetry arguments. Since the charge density fluctuations are modulated along
directions determined by the polaizations of the incident and the scattered photons,
they satisfy the symmetry rules for the given scattering geometry. As a consequence,
the Raman matrix element is non-zero only when the whole system (incident photon,
scattered photon, Raman excitation) is even under the symmetry operations that
characterize the crystal symmetries.



144 raman scattering in cuprates

The Raman matrix element can be therefore decomposed into basis functions of
the irreducible point group of the crystal ϕµ:

MF,I → ∑
µ

Mµϕµ (6.9)

where the µ indicates an irreducible representation of the point group. The sum
runs over all the contributions for a given scattering geometry. In practice, the
decomposition in Equation 6.9 is fully determined by the character table of the
point group of the crystal, which lists all the possible irreducible representations in
Mulliken notation and their peculiar symmetries [9].

Most cuprates belong, with a good approximation, to the D4h group of the tetrag-
onal lattice. They have inversion centers, so the modes can be classified as odd (u,
ungerade, IR-active) or even (g, gerade, Raman-active) if they change or do not change
sign upon inversion [7]. So, the Raman matrix element in cuprates can be written as:

MF,I =
1
2
[R

A(1)
1g
(ex

i ex
s + ey

i ey
s ) + R

A(2)
1g
(ez

i ez
s)+

+ RB1g(e
x
i ex

s − ey
i ey

s ) + RB2g(e
x
i ey

s + ey
i ex

s )+

+ RA2g(e
x
i ey

s − ey
i ex

s ) + R
E(1)

g
(ex

i ez
s + ez

i ex
s ) + R

E(2)
g
(ey

i ez
s + ez

i ey
s )]

(6.10)

where Rµ are operators projected in the µ-representation and eα
i,s denote the polar-

ization of the incident and scattered photons, respectively. By making explicit the
outer products of the polarization vectors, Equation 6.10 can be re-written in the
more intuitive form [7, 10]:

a

a

b




c

−c




d

d




d

−d


A1g B1g B2g A2g

e

e


 e

e


Eg Eg

(6.11)

A proper selection of the incoming and the scattered polarizations allows to single
out specific projections. However, it is worth to note that for polarizations in the
a − b plane in D4h crystals the irreducible representations cannot be accessed indi-
vidually and subtraction procedures are needed. For example, if the incident photons
are polarized along x̂ (ŷ) and the scattered photons are measured along the same
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polarization direction, it follows from Equation 6.10 that both the A1g and the B1g
are simultaneously measured.

experimental configuration In our experiment, the incident beam propa-
gates along the c-axis, i.e. orthogonally to the CuO2 plaquette. In this experimental
configuration, the number of contributing irreducible representations is reduced as
follows [11]:

MF,I =
1
2

RA1g + RB1g RB2g

RB2g RA1g − RB1g

 (6.12)

It can be easily proved that in this experimental configuration the individual detection
of the B modes is possible. By defining the x-axis parallel to the CuO bond, it can
be seen that the B1g mode can be isolated by impinging with photon polarized
along the CuCu axis (ei =

(
1
1

)
) and detecting the cross-polarized scattered photons

(es =
( 1
−1
)
). On the contrary, the B2g mode can be selected with incident photon

polarized along the CuO axis (ei =
(

1
0
)
) and cross-polarized scattered photons

(es =
(

0
1

)
). The Ag mode cannot be instead isolated, but, due to its high intensity,

it dominates when the incident and the scattered photons are co-polarized and all
other contributions are therefore negligible.

Referring to the Mulliken notation, the A and B representations are, respectively,
even and odd with respect to the C4 symmetry. In order to gain insight on the
k-projections of the A and B modes, it is useful to write their corresponding repre-
sentative basis functions ϕµ(k) taken from the complete set of the Brillouin zone
(BZ) harmonics for the D4h space group [2]

A1g ↔ 1
2
[
cos(kxa) + cos(kya)

]
B1g ↔ 1

2
[
cos(kxa)− cos(kya)

]
B2g ↔ sin(kxa) sin(kya)

(6.13)

As a consequence, each mode corresponds to a different projection within the BZ,
enabling the examination of charge excitations in different regions of the BZ. In
particular, we plot in Figure 6.2 the sensitivity to the excitations in the BZ for the
three different Raman symmetries. From the color-coded maps, it is clear that, while
the A1g mode is the total-symmetric one, the B modes are sensitive to specific
directions in the reciprocal space. Importantly, scattered light transforming as the
B1g symmetry couples to charge excitations along the axes of the BZ (kx or ky = 0),
while the B2g symmetry couples to excitations along the BZ diagonals (kx = ±ky).

Given the d-wave symmetry of the SC gap, the B1g mode probes the antinodal
directions of the gap, while the B2g one the nodal regions. Therefore, Raman scatter-
ing from paired electrons having different momentum in the reciprocal space can
directly map the amplitude of the d-wave SC gap, as discussed in Section 6.3.
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Figure 6.2:Momentum-dependent sensitivity of the Raman modes. The k-dependent
representative basis functions are plotted within the Brillouin zone for the A1g,
B1g and B2g symmetries. The curved lines in each panel denote the Fermi surface;
the color gradient indicates the amplitude of the d-wave gap: black at the antinodes
and white at the nodes.

6.2.1 Third-order Raman tensor in cuprates

So far, we have considered Raman scattering from a system that is at equilibrium
before the interaction with the incident light. In a pump-probe experiment, this is
not the case and a more complete expression of the Raman tensor should take into
account also the pump pulse and its polarization. From a theoretical point of view,
this can be done by expanding the interacting hamiltonian in Equation 6.6 up to the
third-order to include the interaction with the pump fields. The full process can be
described by a fourth rank Raman tensor that, if both the pump and the probe beams
propagate orthogonally to the CuO2 plane, can be expressed as

R(3)
ijkl = Rij

A1g
Rkl

A1g
+ Rij

B1g
Rkl

B1g
+ Rij

B2g
Rkl

B2g
(6.14)

where i, j, k, l=1,2 [12]. By making explicit the symmetry of each mode as in Equation
6.11, the Raman tensor can be cast in the following form:

R(3)
ijkl =



a2 + c2 0

0 a2 + c2

  0 d2

d2 0


 0 d2

d2 0

 a2 − c2 0

0 a2 + c2



 (6.15)

where the first two indices (outer rows and columns) indicate the pump polarization,
while the remaining ones (inner rows and columns) are associated to the polarization
of the incoming and the scattered probe, respectively. Experimentally, the polariza-
tions of the pump and the probe beams can be properly adjusted before the interaction
with the sample. The polarization of the scattered probe, which is also known as
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emitted field in nonlinear spectroscopy, can be rotated afterwards and selected with
a polarizer (analyser) before the detection.

Starting from the third-order Raman tensor (Equation 6.15), the proper polarization
configuration can be chosen following three steps. We will explicitly consider only
the polarizations needed to isolate the B1g mode, but the generalization to the A1g
and B2g symmetries is straightforward.

1. Let us choose the pump polarization to be parallel to the CuO axis and defined

by the ket |↑⟩ =
(

I
0
)
=

( 1 0
0 1
0 0
0 0

)
. The action of the pump can be evaluated as:

⟨↑ |R(3)
ijkl| ↑⟩ =

a2 + c2 0

0 a2 − c2

 (6.16)

2. By taking the probe beam polarized along the CuCu axis, its state can be
described by the ket |↗⟩ = 1√

2

(
1
1

)
. The interaction with the probe selects

the following Raman elements:

probe //CuCu−−−−−−→ 1√
2

a2 + c2 0

0 a2 − c2

1

1

 =
1√
2

a2 + c2

a2 − c2

 (6.17)

3. The polarization of the emitted field finally isolates the mode. If we select the
component of the scattered field that is cross-polarized to the probe |↖⟩ =

1√
2

( −1
1

)
, the final Raman element is

polarizer ⊥ CuCu−−−−−−−−−→ 1
2

(
−1 1

)a2 + c2

a2 − c2

 =
1
2
(−a2 − c2 + a2 − c2) = −c2

(6.18)
so the B1g mode can be measured.

Figure 6.3 summarizes the results. While the A1g dominates when no polarization
selection is applied (probe and analyser are co-polarized), the B modes can be singled
out by fixing to 45◦ the angle between the the pump and the probe polarizations
and measuring the cross-scattered photons. Experimentally, once the polarization
configuration is fixed, it is sufficient to rotate the sample by 45◦ to distinguish between
the B1g and B2g symmetries.

6.3 raman measurements of the d-wave gap

Due to its intrinsic momentum-sensitivity, Raman scattering soon became instrumen-
tal in the experimental investigation of the SC order symmetry in cuprates. Initially,
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Figure 6.3: Polarization-sensitive third-order Raman tensor. The arrows indicate the
polarizations of the beams within the CuO2 plaquette (Cu atoms in gold and O
atoms in grey). The dark green arrow refers to the pump, while the light green
arrows denote the probe and the analyser. The A1g contribution is dominant
when no polarization selection is applied.

Figure 6.4: Raman spectra in cuprates. a) Raman spectra in B1g symmetry (y′, x′ scat-
tering geometry) in single-crystal YBa2Cu3O7−δ in the normal (top) and in the
superconducting (bottom) phase. Adapted from ref. [13]. b) Data and fits of the
B1g (black line) and B2g (grey line) modes in Bi2Sr2CaCu2O8+δ having different
oxygen content (top: TC=86 K; bottom: TC=79 K) [14].
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no differences in the Raman scattered electronic continuum were observed above
and below TC, mainly because of the presence of a high number of defects in early
synthesized samples [2].
The situation significantly improved when flux-grown purer cuprate samples

became available. This technical advance led to the first observation of direct light-
scattering from Cooper pairs in the SC state [15]. In Figure 6.4a we report the Raman
spectra ofYBa2Cu3O7−δ measured in ref. [13] in B1g symmetry. While the electronic
continuum - on which narrow phonon contributions are superimposed - is generally
flat in the normal state (top panel), a spectral weight reorganization is observed below
TC, where a gap opens in the excitation spectrum (bottom panel). Contrarily to the
sharp spectroscopic onset of the gap in conventional BCS superconductors, residual
electronic scattering is present in cuprates well below the expected 2∆ gap (∼500
cm−1 in Figure 6.4a), due to the presence of nodes along specific directions in the
momentum space [16].

The study of Raman scattering in different polarization geometries enabled the first
spectroscopic evidence of the gap anisotropy [13, 16, 17]. In Figure 6.4b we report
the B1g and B2g spectra measured in Bi2Sr2CaCu2O8+δ (Bi2212) with different
oxygen content [18, 14]. The major differences between the two symmetries are
the following. i) The B1g peak arises at higher energies (usually greater than ∼30%
[2, 13]) than the B2g one, suggesting an anisotropic amplitude of the gap in the
reciprocal space. ii) The two spectra approach the zero-frequency differently: while
the B2g mode scales linearly, the B1g mode scales as ω3 above a certain threshold ω∗,
as shown in the insets. Even if electronic Raman scattering can only probe directly
the amplitude of the gap (and not its eventual sign changes), these two features were
found quantitatively compatible only with a gap having dx2−y2 symmetry rather
than an anisotropic s-wave pairing [19, 14].

6.3.1 Time-resolved Raman measurements of the gap

The advent of pulsed laser sources in the 1990s has dramatically boosted the field of
ultrafast spectroscopy. The possibility of exploring the sub-ps dynamics of materials
out of their equilibrium conditions has progressively led to the development of the
"time-resolved version" of the most common static techniques, such as reflectiv-
ity/transmittivity, absorption, photoemission, and fluorescence to name a few. The
field of strongly correlated materials has particularly benefited from these studies as
they allow to access the dynamics of competing order parameters and elucidate their
potential interplay [21].

Nevertheless, the implementation of time-resolved Raman spectroscopy has been
particularly hampered by the intrinsic requirements of the technique. A high time
resolution can be obviously achieved at the cost of the monochromaticity of the
incident pulse, that is nonetheless essential to ensure a high frequency resolution. In
general, compromises must be made to face this challenge [22, 23, 24].
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Figure 6.5: Time-resolved measurement in B1g symmetry in Bi2212. a) Differential
Raman spectra at three different pump-probe delays. b) Color-coded map of 12
differential Raman spectra plotted as function of the temporal delay (horizontal
axis) and the Raman shift (vertical shift). Taken from ref. [20].

The first direct measurement of the dynamics of the SC order parameter ∆(k)
in cuprates through time-resolved Raman scattering was obtained by Saichu et al.
[20]. The authors employed ultraviolet (pump) and visible (probe) pulses to track
the dynamics of the B1g mode, as reported in Figure 6.5. As a consequence of the
pair-breaking initiated by the pump pulse, they observed a decrease in the intensity
of the Raman scattering at twice the maximum value of the gap (∼420 cm−1). Charge
conservation is responsible for an increase of the spectral weight of quasiparticles
within the gap that leads instead to a positive signal at lower frequencies. How-
ever, the time-resolution of the experiment was set to 0.9 ps (FWHM of the probe
pulse). This restricted the authors’ investigation to the characteristic timescale of the
hole-phonon coupling [20, 25] and prevented the study of the dynamics on shorter
timescales, where the coupling to other bosonic excitations (such as spin fluctuations
and loop currents) is supposed to play a major role [21, 26].
In the following chapter, we will explain how the technique we have developed,

Femtosecond Covariance Spectroscopy (FCS) [27], overcomes this limitation by dis-
entangling the time and the frequency resolution in a covariance-based Raman
scattering experiment.
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7

F EMTOSECOND COVAR IANCE SPECTROSCOPY

We present in this chapter the covariance-based technique we have developed to study
nonlinear optical processes, Femtosecond Covariance Spectroscopy (FCS) [1]. We first
give an intuitive description of the method by explaining how randomized pulses and
covariance-based detection can be combined to retrieve spectroscopic information
on nonlinear processes. As a proof of principle, we discuss the application of the
technique to Impulsive Stimulated Raman Scattering in transparent media, which
has been the focus of my project as a master student [1, 2, 3, 4]. The last two sections
are devoted to the description of the experimental setup we have developed during
my PhD project for extending FCS to the study of electronic Raman scattering in
cuprates. We will reserve special focus to the polarization pulse shaper we have
designed to attain arbitrary control of the amplitude, phase and polarization state of
each spectral component within an ultrashort light pulse.

7.1 nonlinear spectroscopy with randomized pulses

The major experimental challenge when dealing with nonlinear processes is posed
by their weak intensity compared to the linear contributions. The desired signal-
to-noise ratio is usually reached by i) reducing the experimental noise as much as
possible ii) performing the mean of repeated iterations of the same experiment. When
working with femtosecond laser sources, this approach relies strongly on pulse-to-
pulse consistency and has thus motivated significant efforts in pursuit of perfect
experimental stability.
On the other hand, in different contexts, noise can act as a source of additional

information rather than a liability to be mitigated [5, 6, 7, 8, 9, 1, 2]. In this framework,
each single pulse, rather than being considered a stroboscopic repetition of the same
experiment, can be regarded as a new experiment, taking place in different conditions
with respect to the previous one and therefore carrying different information. By
flattening out all the spectral features peculiar to each pulse, the mean-value loses
significance; other statistical tools are needed to search the random noise and extract
the hidden information, such as covariance.

This conceptual scheme is illustrated in Figure 7.1, in which each pulse has unique
spectral features. A frequency-resolved shot-to-shot detection enables the acquisition
of the entire spectral content. By evaluating the covariance between pairs of spectral
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Figure 7.1:Measurements with randomized pulses. Each repetition with a stochastic
pulse is seen as a new experiment, rather than an iteration to be averaged over.
Information is encoded in the correlation coefficient ρ between different spectral
components.

components, it is possible to uncover the correlations between the intensities at
different frequencies and therefore quantifying the photon correlations imparted by
the light-matter interaction.

In this respect, it is crucial to highlight that the stability of the laser source is no
longer a requirement, but is rather detrimental to the success of the FCS technique.
If the pulses employed in the experiment are characterized by a high degree of
coherence, their intrinsic correlations might conceal the ones imprinted by the
nonlinear interaction. For this reason, FCS relies on the introduction of spectrally
narrow stochastic fluctuations across the bandwidth of the impinging pulses, so
that the spectral components are completely uncorrelated prior the interaction with
the sample. As it will be discussed in detail in Section 7.3.1, we have employed
femtosecond pulse shaping based on a liquid crystal spatial light modulator to achieve
this task.

7.1.1 Pearson Correlation coefficient

In order to quantify the correlations among the spectral components after the light-
matter interaction, we will use throughout this thesis the Pearson correlation coef-
ficient ρ, which evaluates the degree of linear correlation between two stochastic
variables. In our experiment, the variables considered are the intensities measured at
two given spectral components ωi,ωj. By definition,

ρ(I(ωi), I(ωj)) =
⟨I(ωi)I(ωj)⟩ − ⟨I(ωi)⟩ ⟨I(ωj)⟩

σiσj
(7.1)
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Figure 7.2: Simulated covariance maps. Set of 1000 simulated light pulses in which in-
tensity (a), central frequency (b) and uncorrelated (c) stochastic fluctuations are
introduced. In the top panels, the black line represents one realization, while the
grey line the average over the entire set. In the bottom panels, the corresponding
Pearson correlation maps are plotted in false colors. Adapted from the thesis [4].

where ⟨. . .⟩ indicates the mean over all the repetitions of the set (i.e. the number of
pulses employed in the experiment) and σi denotes the standard deviation over the
set at frequency ωj.

The numerator of Equation 7.1 is nothing but the covariance between the variables
considered; the denominators normalizes the Pearson coefficient, so that it can assume
values ranging from -1 (negatively correlated variables) and 1 (positively correlated
variables). When I(ωi) and I(ωj) are independent variables, ρ = 0.

With reference to Figure 7.1, the Pearson correlation coefficient must be computed
for each pair of frequencies within the spectral content of the pulse. The computation
over all the possible combinations results in a two-dimensional symmetric map,
in which both axes are the pulse frequency range and the colormap indicates the
degree of correlation for a specific point in the grid, i.e. for a specific pair of spectral
intensities.
We present in Figure 7.2 the result of a set of simulations of incident pulses in

which specific noise characteristics are arbitrarily introduced across the bandwidth.
This preliminary study is particularly useful to get familiar with the statistical tool
and to understand which correlation structures obtained in the experimental data
can be eventually traced back to the intrinsic noise of the laser source rather than the
light-matter interaction. In particular, we consider two kinds of noise that are peculiar
to femtosecond sources: intensity fluctuations (Figure 7.2a) and jitter in the central
frequency of the pulse (Figure 7.2b). The former gives rise to a positive Pearson map
because all the modes have the same sign shift with respect to the average pulse
(grey line). In the latter case, the Pearson map is checkered because two modes lying
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Figure 7.3: ISRS process. a) Depiction of a Stokes (dark blue) and Anti-Stokes (light blue)
process involving a vibrational excitation Ω and a pair of photons (ω,ω + Ω). b)
A localized narrow fluctuation is introduced in the incoming pulse (black curve)
and imprints distinguishable features at the frequencies involved in the Stokes
process in the transmitted pulse (blue curve).

on the same side (with respect to the central frequency of the pulse) deviate similarly
from the mean, while two modes on the opposite sides are anti-correlated. In both
cases, the maps display a positively-correlated diagonal line that indicates the trivial
correlation between each frequency and itself.

In Figure 7.2c we consider a dataset in which uncorrelated fluctuations have been
inserted. The resulting Pearson map displays only the diagonal line, while the rest
of the values are centered around zero. The width of the diagonal line is set by the
correlation length (∆corr) of the fluctuations manually introduced in the pulse: the
larger ∆corr, the broader the diagonal. We stress that using spectrally uncorrelated
pulses as the ones in Figure 7.2c has the advantage of suppressing the correlations
intrinsic to the source Figure (7.2a,b) and enhancing instead the photon correlations
imprinted by the light-matter interaction.

7.2 application to impulsive stimulated raman scattering

We have demonstrated the feasibility of the FCS technique by studying the vibrational
spectrum of crystalline α-quartz via Impulsive Stimulated Raman Scattering (ISRS)
[10]. ISRS is a Raman process which takes place whenever sufficiently short light
pulses propagate through transparent media. The impulsive character of the process
is due to the temporal duration of the pulses that, being shorter than the typical
vibrational lifetimes, are responsible for an instantaneous perturbation of the atoms
that coherently vibrate around their equilibrium positions. Its stimulated nature is
related instead to the way the Raman resonance is established [11]. In a stimulated
process, the Raman mode is driven into resonance by two incident (off-resonance)
fields, so that the initial phase of the oscillation matches the relative phase difference
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of the incoming fields. Due to the broad spectral content of ultrashort pulses, both
the fields involved in the stimulated process can be found within the bandwidth of
the pulse and the coherent excitation occurs through the optical mixing of its Fourier
components.

In a fully quantum effective description up to the first-order, ISRS can be formalized
by the following hamiltonian, which involves photonic (â) and phononic (b̂) degrees
of freedom [12, 13]:

ĤISRS =
J

∑
ω,ω′=−J

(â†
ω âω′ b̂†

Ω︸ ︷︷ ︸
Stokes

+ âω â†
ω′ b̂Ω︸ ︷︷ ︸

AntiStokes

) (7.2)

where the only non-vanishing terms are for the pairs j and j′ whose frequency
difference is Ω (i.e. the phonon frequency), and the sum runs over all the optical
modes within the pulse. The first term of the hamiltonian describes a Stokes process
in which, as illustrated in Figure 7.3a (dark blue arrows), a photon is annihilated
at frequency ω, one is created at frequency ω − Ω and a vibrational excitation is
simultaneously created in the system. The second term describes an Anti-Stokes
process (light blue arrows) resulting in the annihilation of a phonon.
In order to understand the role played by the noise in FCS, let us consider an

incident pulse in which a spectrally narrow fluctuation has been introduced at a
given frequency ω (black curve in Figure 7.3b). When such pulse propagates through
a transparent medium, ISRS takes place and, if we consider for simplicity only a
Stokes process, the transmitted pulse will be shifted at lower frequencies (blue curve
in Figure 7.3b). However, the entity of such shift depends not only on the energy of
the phonon modes involved, but also on the scattering cross section of the process;
as a result, the shift does not directly maps the vibrational spectrum of the material.
Nevertheless, the fluctuation inserted at ω in the incident pulse will be mapped
into a distinguishable feature at ω − Ω. By repeating the measurement many times
introducing different unique fluctuations, a correlation between the frequencies
involved in the process will be established.

7.2.1 Measurements on α-quartz

In Figure 7.4 we plot the results of the FCS experiments carried out in crystalline
α-quartz [1]. After the introduction of stochastic fluctuations, the beam is splitted
and a small portion (reference) is routed around the sample and recorded by an array
of photodiodes. The covariance map (Equation 7.1) of the reference beam is plotted
in Figure 7.4 and confirms that only the trivial auto- correlation ωi = ωj is present.

In contrast, when the randomized pulse is transmitted by the sample, the Pearson
map is evidently structured (Figure 7.4b). In particular, we observe off- diagonal
sidebands whose distances from the diagonal exactly match the Raman shift of the
main phonon modes in α-quartz. This means that optical modes that differ by the
frequency of the Raman modes have been correlated by the ISRS process.
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Figure 7.4: FCS in transparent α-quartz. Pearson map computed over 50k noise realiza-
tions of the uncorrelated incoming pulse (a) and the pulse transmitted by the
sample (b). The spontaneous Raman spectrum has been adapted from [14]. c)
Rotated quadrants of the Pearson maps in different noise configurations and their
integration over the dashed boxes as function of the Raman shift.

A more detailed analysis of the noise configurations that can be applied to the
incident pulses, shows that FCS is a phase-sensitive technique. We consider in Figure
7.4c three variations: i) full modulation: spectral fluctuations are introduced across
the entire bandwidth; ii) partial modulation: the pulse is Gaussian below a certain
frequency and randomized above; iii) mean value shaping: the intensity is zero below
a certain edge and fluctuating above. By integrating the corresponding Pearson maps,
it is evident that the lineshape of the Raman features depends on the noisy pattern
applied, as a consequence of the self-heterodyning character of the ISRS process.
When there is a heterodyning field at the emission energy (full or a partial modulation)
the lineshape is dispersive, while in the absence of a heterodyning field (mean-value
shaping) we observe a completely positive lineshape. Furthermore, it is worth to note
that the visibility of the Raman features in the heterodyning configurations (full and
partial) benefits from the presence of an unmodulated portion of the spectrum: the
correlations are enhanced by the high degree of coherence of the stable low-energy
side of the pulse (orange line), while they result attenuated when the optical modes
at the emission energies are also randomized (blue line).

Finally, we have recently demonstrated that, by implementing the FCS technique
into a pump-probe scheme, it is possible to recover the amplitude, phase and energy
of each phonon mode as function of the coherent pump-randomized probe temporal
delay [2].
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Figure 7.5: Sketch of the FCS pump-probe setup. The mid-infrared pump is obtained via
DFG, while the probe (750 nm) is generated in a noncollinear OPA and properly
shaped by the polarization pulse shaper. A motorized translation stage adjusts the
temporal overlap (∆t) between the pump and the probe beams, which impinge
non-collinearly on the cuprate sample. A polarizing beam splitter (PBS) splits the
reflected probe into the s- and p-polarized components that are dispersed by two
transmission gratings and focused on two linear arrays of silicon photodiodes
(NMOS). α,θ are half-waveplates and φ denotes the orientation of the sample,
adjustable by means of a piezoelectric rotator.

7.3 experimental realization

In this section, we describe the experimental setup we have developed to study
time-resolved electronic Raman scattering in cuprates by means of the FCS approach.

The main blocks of the setup are sketched in Figure 7.5. Similarly to the measure-
ments discussed in Chapter 3, we have pumped the cuprate sample, an optimally-
doped Bi2Sr2CaCu2O8+δ (Bi2212), with mid-infrared (MIR) pulses obtained through
DFG as explained in Chapter 2. The probe is a 750 nm pulse (20 fs) generated by the
non-collinear optical parametric amplifier.
The core part of the setup consists of an optical pulse shaper based on a liquid

crystal spatial light modulator (LC-SLM) (by Meadowlark Optics). The pulse shaper
has been designed with the purpose of exerting complete control over the amplitude,
phase and polarization state of all the optical modes within the probe pulses in order
to introduce stochastic fluctuations. In particular, the possibility of controlling the
polarization state is especially advantageous in view of the study of the superconduct-
ing order parameter projected onto the Raman symmetries, as emphasized in Chapter
6. We stress that, while the amplitude and the phase degrees of freedom in ultrashort
pulses are commonly handled by adopting rather standard schemes [15, 16], the
spectrally independent manipulation of the polarization is a less explored route. We
will explain in detail in Section 7.4 how we achieved it using an interferometric
scheme.
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Figure 7.6: Pulse shaping in a 4 f -scheme. The spacing between all the optical elements
equals the focal length f of the lens. The spatial mask is placed in the Fourier
plane (FP).

The half-waveplate α in front of the sample is used to define the input polarization
geometry needed to isolate specific symmetry modes in the sample, with reference to
Figure 6.3. The reflected probe beam is collected and splitted into orthogonal compo-
nents by a polarizing beam splitter cube, where the half-waveplate θ is used to balance
the two channels at the equlibrium. The s- and p-components are independently
diffracted and detected by two linear arrays of photodiodes.

7.3.1 Femtosecond pulse shaping with spatial light modulators

In order to discuss the operation of the polarization pulse shaper we have designed,
we will introduce here some fundamental concepts on femtosecond pulse shaping.

In general, with the term pulse shaping one refers to a broad class of techniques
that are employed to arbitrarily manipulate the electric field of optical pulses. Due
to their sub-ps temporal duration, direct shaping in time is not a viable option and
most schemes work in the frequency domain. A widely used approach consists in
the 4 f -scheme, depicted in Figure 7.6, in which all the relevant optical elements
are spaced by the focal length f of the lens [16]. The input pulse is dispersed by a
reflection grating and the angularly separated optical modes are focused by a lens
into the Fourier plane, where the frequency components are spatially separated into
diffraction-limited spots. By placing a spatial mask that acts separately on every
Fourier component, a spectrally-resolved manipulation is achieved. The pulse is then
collimated and recombined by the second pair of lens and grating.

It is clear that the crucial point lies in the choice of the spatial mask. While static
masks (slabs with a varying transmission coefficient, phase retarders, etc) can be
fabricate via lithography, they have the obvious drawback of being unmodifiable
by the user. Programmable masks are instead more desirable options and several
dynamical masks are nowadays available [15]. The device we have employed is a
spatial light modulator based on liquid crystals (LC-SLM).
A LC-SLM exploits the birefringent properties of nematic liquid crystals placed

between two electrodes with varying voltage (Figure 7.7a). When no voltage is
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Figure 7.7: Femtosecond pulse shaping with liquid crystals. a) The birefringent optical
properties of nematic liquid crystals modulate a light beam linearly polarized along
the extraordinary axis. The maximum phase shift (largest difference between
the ordinary and extraordinary refractive indices) is obtained when no voltage
is applied between the electrodes. b) Side-view of a liquid crystal spatial light
modulator in a reflection geometry. Adapted from [4].

applied, an electric field polarized along the director of the liquid crystals experiences
the largest difference between the ordinary (no) and the extraordinay (ne) refractive
indices. The application of a voltage between the electrodes tilts the molecules and
attenuates the birefringence. By tuning the voltage V, the liquid crystals behave as
an adjustable waveplate which is responsible for a phase delay ϕ equal to

ϕ(ω, V) =
ω∆n(ω, V)dLC

c
(7.3)

where ∆n is the difference between no and ne, ω is the frequency of the impinging
electric field and dLC is the thickness of the liquid crystals layer.

In a more general framework, one of the electrodes is pixelated so that different
voltages can be applied and light beams impinging on different regions on the mask
can experience a different phase delay. A side view of a LC-SLM is sketched in Figure
7.7b. The four fields impinging on distinct pixels will be phase delayed each by a
different amount according to the four voltages applied. It is worth to note, however,
that the layer of liquid crystals is not partitioned, but uniform. As a consequence,
neighbouring pixels cannot be regarded as completely independent, and a certain
degree of correlation is always present at the edges and must be properly handled, as
explained in Section 7.4.2.

diffraction-based spatial light modulators While a device like that
in Figure 7.7b would allow to control only the spectral phase, the simultaneous
shaping of both the phase and the amplitude of the pulse can be achieved using a
two-dimensional LC mask in a diffraction geometry [17]. The optical arrangement is
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Figure 7.8: Diffraction-based pulse shaping. a) Optical arrangement of a diffraction-based
spatial light modulator. b) Diffraction of an incoming monochromatic beam from
a blazed grating with amplitude A, period d and vertical position φ. Adapted from
[4].

illustrated in Figure 7.8a. Instead of using a 4 f -scheme, a single grating-lens1 pair
is employed which acts as both dispersive and collimating element (folded 4 f -line).
By tuning the voltages in each pixel column of the SLM matrix, a blazed grating is
applied. The input beam is diffracted back and the first order of diffraction is collected
by the lens and recombined. The SLM matrix is software-programmable: the 2D
mask can be regarded as a collection of several blazed gratings (as many as the pixels
along the horizontal direction x). A full control over the first-order diffracted light
can be then achieved by modifying the parameters of each blazed grating extending
along the vertical direction y.

The choice of the parameters can be understood in terms of the Fraunhofer diffrac-
tion [17]. We consider a phase modulation as the one depicted in Figure 7.8b and
described as:

ϕ(ω, y) = α

{
1
2
+ A(ω)Sd[φ(ω), y]

}
(7.4)

where Sd is a sawtooth function oriented along the vertical axis y of the SLM matrix.
The sawtooth has amplitude A(ω), period d and phase φ(ω). The amplitude of the
first-order diffracted beam is then [17]:

E(ω) ∝ e−iφ(ω)sinc
[
π − α

2
A(ω)

]
(7.5)

where α is the maximum phase shift achievable by the SLM.

1 A cylindrical lens is used instead of a convex one to focus the dispersed beam only along the horizontal
axis. The beam is not focused along the vertical axis to illuminate multiple periods of the blazed
grating.
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Equation 7.5 effectively rules the properties of the shaped beam: the amplitude
of the diffracted pulse can be arbitrarily modified by changing the efficiency of the
blazed grating (which scales as the sinc of the sawtooth amplitude), whereas its
phase can be controlled by varying the spatial phase (i.e. the vertical position) of the
sawtooth.

7.4 polarization pulse shaper

The achievement of a complete vector-field control of ultrashort pulses relies on the
independent manipulation of four degrees of freedom for each frequency component:
the spectral intensity, the spectral amplitude ratio between the two orthogonal
polarization components, their common spectral phase and their spectral phase
difference. There are two distinct approaches to accomplish this task [18]. The first
method is based on the use of multiple one-dimensional SLM layers: the phase delays
independently introduced by each layer can be properly combined to attain the
desired state. A pair of SLM layers was initially employed to simultaneously control
the common phase and the amplitude ratio (but not the orientation of the major axis
of the elliptical polarization) [19, 20] and later, a scheme with four consecutive liquid
crystal arrays was designed to realize full control without this limitation [21].

The second approach consists in the independent shaping of the spectral amplitudes
and the phases of the two orthogonal components of the pulse in an interferometric
scheme. The input beam is splitted into the s- and p−components, whose amplitude
and phase are simultaneously shaped by two independently controllable LC 1D
layers [22, 23, 24]. The orthogonal components are then spatially and temporally
recombined.
Our pulse shaper design combines a diffraction-based SLM (a 2D single layer LC

mask) with an interferometric setup. We decided to employ a single-layer 2D mask
instead of a two-layer 1D one for i) suppressing the unwanted temporal replica that
are a common drawback in dual LC-SLMs ii) achieving a higher frame rate that is a
crucial parameter to realize thousands of stochastic noise patterns in FCS. We used a
2D LC-SLM fabricated by Meadowlark Optics with an active matrix of 1920x1152
pixels (17.7x10.6 mm) and characterized by a refresh rate of ∼200 Hz.

In Figure 7.9 we show a picture of the optical arrangement of the pulse shaper. The
input beam (750 nm, FWHM≃55 nm) is generated by the NOPA and goes through a
telescope (out of the picture) to reduce the spot size. The polarization is vertical to
be parallel to the director of the LC within the SLM and is selected by a polarizer. A
50:50 beam splitter separates the two beams that are routed towards a folded 4 f -line.
The beams impinge on the same spot of the reflection grating, but with a different
incident angle so that the first-order diffracted beams are spatially separated and their
dispersions do not overlap. A cylindrical lens focuses the two frequency-dispersed
beams on different areas of the SLMmatrix, so that they can be independently shaped.
By adjusting the period of the SLM blazed grating and the blazing direction, the

first-order diffracted beams are vertically tilted to impinge back on the reflection
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Figure 7.9: Polarization pulse shaper board. An input s-polarized beam is equally splitted
by a beam splitter (BS) and the two components enter a common folded 4 f -line.
The diffracted beams are temporally (translation stage ∆t) and spatially recom-
bined by a polarizing beam splitter (PBS) after rotating by 90◦ the polarization of
one of them.

grating ∼1 cm below the spot of the incoming path. Two mirrors intercept from
below the shaped beams outgoing the 4 f -line, that still have at this point the same
polarization. A half-waveplate rotates by 90◦ the polarization of one arm, while the
other one goes through a mechanical translation stage to adjust the temporal overlap
between the two components.2 The beams are finally recombined by a polarizing
beam splitter.

Usually, in a diffraction-based SLM geometry, a beam splitter (or a wedged window)
is used to select the portion of the beam to be routed in the 4 f -line. Then, the shaped
pulse is diffracted back along the same path of the incoming beam and goes through
the beam splitter once again, so that its reflection is deviated from the incoming
direction. In the best case scenario, the double passage through the beam splitter
leads to a 75% reduction of the initial power. We highlight that, in our arrangement,
the vertical tilt of the diffracted beams allows the collection of the shaped pulses with
almost no losses.

2 In principle, the delay between the two arms can be adjusted by adding a linear term in the spectral
phase shaped by the SLM, without the need of a translation stage. However, the geometry of the 4 f
line imposes limits on the maximum temporal window that is available for shaping, as a consequence
of the space-time coupling that affects these experimental schemes by construction [15, 16]. The
duration or the temporal delay of the shaped pulse should stay below this threshold to avoid distortions.
The maximum temporal window T is inversely related to the finest achievable spectral feature (spot
size at the SLM for a single colour). In our design, T<5 ps, so it is not sufficient to compensate for the
mismatch of the optical paths experienced by the two arms. A translation stage is then needed to
overlap the pulses; the SLM can be eventually employed for fine-tuning.
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Figure 7.10: Double-shaping of the probe pulse. a) Geometry of the 4 f -line for polar-
ization shaping. b) Shaping of a single frequency component within the probe
pulse measured by the photodiode arrays (PDA). The arrow indicates the blazed
diffraction grating imprinted on the SLM matrix for a specific frequency and
polarization component. The period of the grating and its horizontal extension
have been enlarged for clarity.

The 4 f -line has been designed according to the following requirements: i) illumi-
nating the largest possible portion of the full width of the SLM matrix to improve the
frequency resolution of the shaping; ii) providing a sufficient gap between the SLM
areas illuminated by the two beams to avoid overlaps. Given the spectral content
of the incoming pulse and the optical elements commercially available, we have
employed a reflection grating with 600 grooves/mm (1/d, being d the grating period)
and a cylindrical lens with a 10 cm focal length f . Considering an incoming Gaus-
sian beam with central wavelength λ0 and assuming a linear dispersion [16], the
frequency ωk is located at the Fourier plane of the 4 f -line at the spatial coordinate

Xk =
λ2

0 f
2πcd cos θd

ωk (7.6)

where θd is the first-order diffracted angle at λ0, given by the grating equation
d[sin θd + sin θi] = λ0 with θi the incident angle.
The geometry of the 4 f -line is sketched in Figure 7.10a. We used θi ∼ 40◦ (with

respect to the normal of the grating) and we separated the two components by
∆θi ∼ 10◦. This choice ensures that the spectral dispersion at the Fourier plane,
estimated with Equation 7.6, is ∆X ∼6 mm, and so smaller than half of the SLM
width.

In Figure 7.10b we plot the measured dispersion across the SLM pixels projected
onto the photodiode arrays. With reference to Figure 7.5, after the interferometric
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recombination in the pulse shaper board, the orthogonal components of the pulse
are splitted again by a polarizing beam splitter prior the detection. Therefore, each
array measures the polarization component that has been shaped by one half of
the SLM matrix. As shown in the bottom map, we have applied a SLM pattern in
which a blazed grating along the vertical SLM axis extends only for 2 pixels along
the horizontal SLM axis. In this way, by programming the grating at a specific
position along the horizontal axis, only light at a given frequency and polarization is
diffracted and measured by the arrays. The top map in Figure 7.10b is the result of
192 measurements, each for a different position of the 2 pixel-wide blazed grating
that has been shifted by 10 pixels every time. The two components do not overlap
on the SLM horizontal axis and their dispersion is roughly 650 pixels wide (∼6 mm,
being 9.2 µm the SLM pixel pitch), as theoretically estimated. Finally, by measuring
the spectral content of the shaped pulse with an already calibrated fiber spectrometer,
we have built a one-by-one correspondence between the SLM horizontal axis and
the wavelength axis. We used this relation to calibrate in turn the photodiode arrays.

7.4.1 Characterization of the pulse shaper

The interferometric recombination of the two shaped orthogonal components of
the pulse strongly relies on a stable spatial and temporal overlap. To suppress air
currents and thus possible spatial drifts, we have enclosed the pulse shaper board in
a closed box. We will explain in the following how we routinely adjust the overlap
between the beams. Moreover, the use of beam splitter cubes in the pulse shaper
setup leads to a broadening of the pulse temporal duration. We will describe how we
compress the probe using the SLM.

temporal overlap To recombine the beams after the SLM, we exploit the inter-
ference between them. In order for interference to take place, we place a 45◦ oriented
polarizer on the outgoing beam to create two pulses with the same polarization
originating from the shaped s- and p-components. We focus the resulting beam into
a fiber spectrometer and measure the spectrum while scanning the position of the
translation stage (Figure 7.11a). In proximity of the temporal overlap, the scanning
step of the stage is 5 µm (∼17 fs). When the pulses are delayed in time, interference
peaks can be observed. The spacing between the peaks is inversely proportional
to the time separation of the beams. The zero delay can be thus identified when
either no peaks (destructive interference) or one peak (constructive interference) are
observed. By plotting the spectra in a false-color 2D map (Figure 7.11b), the position
of the translation stage for which the temporal overlap is reached can be determined.

pulse compression The dispersive elements of the pulse shaper lead to a
temporal chirp of the pulse. We use the pulse shaper to introduce an opposite chirp
which re-compresses the pulse by properly modifying its spectral phase. In order to
achieve a good compression of the shaped pulse at the sample position, we have used
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Figure 7.11: Temporal overlap between the shaped beams. a) Spectra after a 45◦ polarizer
acquired by a fiber spectrometer for several stage positions (converted in time
delay t). The curves around the overlap t=0 (black line) are equally spaced by∼17
fs. A vertical offset proportional to the corresponding delay has been added to
each curve for clarity. b) Color-coded map of the spectra as function of measured
wavelength (x-axis) and stage position converted in temporal delay (y-axis).

as feedback signal the transient broadband reflectivity in a reference YBCO sample,
which is characterized by a quasi-instantaneous response. With reference to Figure
7.5, the sample has been excited with the DFG pump and the transient reflectivity
along both the vertical and horizontal polarization components has been acquired by
the array detectors. We illustrate in Figure 7.12 the compression procedure for one
arm of the pulse shaper (only the horizontal polarization) and thus just one half of
the SLM width (960 pixels over the whole 1920 axis). If no corrections are applied
on the spectral phase (i.e. the SLM pattern is made of blazed gratings with the same
depth across the SLM horizontal axis and not displaced along the vertical axis, Figure
7.12a), the resulting broadband reflectivity is strongly chirped, meaning that the probe
pulse is temporally stretched (∼400 fs). By introducing a second-order correction
(a quadratic spectral phase, Fibure 7.12b), the chirp can be compensated. However,
also cubic corrections (Figure 7.12c) are needed to finally obtain a flat dispersion. We
have calibrated both arms of the pulse shaper to adjust the correction coefficients up
to the third-order. These parameters are saved and always superimposed to any 2D
pattern written on the SLM matrix.

7.4.2 Introduction of stochastic fluctuations

We have stressed that in a FCS experiment thousands of pulses are employed and
the signal is obtained by evaluating the covariance over the whole set. The strength
of the method relies on the stochasticity of the incident pulses, that are spectrally
uncorrelated prior the interaction with the sample. Each pulse is shaped by a ran-
domized SLM pattern. Specifically, an array of 1920 numbers (the width of the SLM
matrix) is randomly generated with a uniform distribution and used to modify the
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Figure 7.12: Compression of the shaped pulse. Spectral phase imparted by the SLM after
the introduction of no corrections (a), only a second-order correction (b) and non-
null second- and third-order corrections (c. In each of the three scenarios, the
top panel is the spectral phase across the SLM horizontal axis and the coefficients
of the corresponding corrections are reported. The gold-shaded area indicates
the SLM region that it is illuminated by the pulse dispersion (Figure 7.10b). The
color-coded map is the time- and frequency-dependent pump-probe reflectivity
signal measured on a reference YBCO sample. The time-traces on the right of
each map are the normalized ∆R/R signal at different pixels of the photodiode
array (different frequencies).
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Figure 7.13: Example of Gaussian-smoothed stochastic fluctuations. a) Comparison
between a uniform (grey) and a Gaussian-smoothed (red) distribution of random
values for a portion a 100 SLM pixels. b) Histogram of the random numbers
generated in a single realization (uniform in grey, Gaussian-smoothed in red).

efficiency of each SLM blazed grating. In this way, as different frequency components
are diffracted by different gratings, the spectral amplitude of the pulse is randomized.

Because of the inherent coupling of the liquid crystals in adjacent pixels, we apply a
Gaussian-smoothing on the uniformly distributed random array. Precisely, we replace
each uniformly distributed value with the sum of its neighbouring values weighted
by a Gaussian function with a fixed variance (∆corr). The procedure is illustrated in
Figure 7.13, where the red line represents the Gaussian-smoothed distribution with
∆corr=2 pixels.
As a consequence of the smoothing, neighbouring pixels can no longer be consid-

ered independent, as a Gaussian correlation function has been introduced (Figure
7.13b). Two frequency components can be regarded as statistically independent only
if they impinge on pixels that are farther apart than ∆corr, which thus sets the fre-
quency resolution of the spectral fluctuations that can be introduced. In our design,
∆corr = 5 SLM pixels, that, considering the wavelength distribution in Figure 7.10b,
corresponds to ∼ 1 nm.

resolution of the techniqe It is important to note, however, that the final
frequency resolution of the method is determined by the convolution of ∆corr and
the spectral resolution of the photodiode arrays (∼ 1.5 nm). Taking into account
the spectral content of the pulse (375-430 THz), the resolution is <1.5 THz over the
entire bandwidth. Moreover, as correlations can be established among all the optical
modes within the pulse, the pulse bandwidth also sets the maximum energy of the
excitations that can be probed by the technique, that is ∼55 THz (18000 cm−1) in
our configuration. This means that Cooper pair breaking in cuprates (<500 cm−1) is
well within this limit.

In this respect, particular attention must be paid on the temporal profile of the
randomized pulses. We have shown in the previous section that second- and third-
order corrections of the spectral phase are needed to compress the pulse after the
shaping. When we generate the random patterns, these corrections are superimposed
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to the stochastic blazed gratings to preserve the phase profile of the initially transform
limited pulses. However, the introduction of noisy fluctuations results, over repeated
realizations, in a broad tail [1], that can be directly measured through Frequency
Resolved Optical Gating (FROG) [3]. The time profile is thus the superposition of
a ps-long tail and a short coherent component; the latter provides the impulsive
excitation and sets, combined with the pump pulse duration, the temporal resolution
of the experiment.
It is thus clear that, as anticipated in Chapter 6, the FCS technique allows to

circumventing the uncertainty principle by disentagling the frequency and the time
resolution, whose connection represents a major limitation in time-resolved Raman
scattering measurements. In a time-resolved FCS experiment, while the temporal

resolution is dictated by the convolution of the sub-ps duration of the pump and the

probe, the frequency resolution is set by the spectral dispersion on the SLM. Without
affecting the temporal resolution, the spectral resolution can be thus improved by
increasing the resolving power of the diffraction grating in the folded 4 f line. It
should be noted that, considering a fixed bandwith of the incoming beam, the only
practical limitation lies in the finite horizontal size of the SLM matrix, that would
eventually cut the dispersed beam and thus introduce spectral fluctuations over a
smaller frequency range. By reducing the bandwidth of the randomized pulses, this
would in turn lead to a decrease in the maximum energy of the excitations measurable
by the technique. In general, a compromise between the spectral resolution and the
broadness of the bandwidth must be made according to the nonlinear processes that
are subject to investigation.

Finally, as each pulse has to be shaped by a randomized SLM pattern, the repetition
rate of the experiment is set by the refresh rate of the SLM (∼200 Hz3), rather than
the full repetition rate of the laser (set to 5 kHz). The acquisition of the photodiode
arrays is synchonized with the SLM rate, so that no copies of the same shaped pulse
are measured. When a new pattern has been written on the SLM matrix, a flag is
raised and the acquisition starts.

3 In addition to the ∼5 ms needed to re-orientate the liquid crystals, 8 ms must be further considered to
generate the 2D SLM patter. This currently lowers the speed of the experiment to ∼70 Hz.
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8

CLOCK ING SUPERCONDUCT ING FLUCT UAT IONS IN THE
P SEUDOGAP PHASE

We have proved in Chapter 7 the feasibility of Femtosecond Covariance Spectroscopy

(FCS) for studying the vibrational spectrum of transparent media. As ultrashort
randomized pulses are transmitted, the Fourier components involved in stimulated
Raman processes become correlated and the evaluation of their degree of correlation
ultimately uncovers the frequency of the phononic excitations. In the present chapter,
we extend this conceptual framework to the study of time-resolved electronic Raman
scattering in a cuprate superconductor.
The main difference between the two applications arises from the scattering pro-

cess that mediates the optical mixing within the pulse: while in α-quartz is the
creation/annihilation of phonons that imparts the correlations, here we aim at di-
rectly probing the scattering from the electronic continuum. To do so, we combine
the FCS approach with a pump-probe scheme. We excite the cuprate by means of an
intense coherent pump and measure the spectral correlations imprinted in the inci-
dent randomized probe pulses at different time delays. A covariance map is computed
at each temporal step to address the dynamical evolution of the correlations.

We stressed in Chapter 6 that the strength of the standard Raman techniques lies
in the possibility of isolating the contributions from different regions of the Brillouin
zone. In a similar manner, by properly defining the polarization geometry of the
covariance-based experiment, we are able to track the dynamics of the electronic
excitations having different symmetry.
In the first section of the chapter, we present the time-resolved reflectivity mea-

surements performed on a sample of optimally-doped Bi2Sr2CaCu2O8+δ (Bi2212,
TC=90 K) in different polarization-dependent geometries. These are mean-value
measurements involving a coherent probe pulse, rather than a randomized one. The
aim of these preliminary measurements is to characterize the non-equilibrium re-
sponse of the electronic excitations of different symmetries and set the basis for the
time-resolved covariance measurements that are discussed in Section 8.2.

8.1 coherent time-resolved measurements

In order to isolate the dynamics associated to the electronic excitation of different
symmetry, a proper polarization selection must be defined according to the third-
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order Raman tensor of the sample (Equation 6.15). With reference to the setup
sketched in Figure 7.5, the polarizations of the mid-infrared (MIR) pump, the incident
probe and the scattered beam are adjusted, respectively, by means of the sample
orientation φ1, the probe half-waveplate α and the analyser half-waveplate θ.
By explicitly computing the Raman tensor elements for a specific polarization

geometry, we have showed that the isolation of the B1g (antinodal) and B2g (nodal)
contributions can be achieved by cross-polarizing the analyser with respect to the
probe beam (Figure 6.3). However, this requirement is rather challenging from an
experimental point of view, as in an extinction geometry i) the desired signal has a
very low intensity ii) the unwanted contributions from the parallel polarization are
always present due to the imperfect extinction coefficient of the polarizers. We will
show in the following that, by re-writing the third-order Raman tensor in a convenient
form, we can envision a polarization scheme that is experimentally advantageous
[1, 2].

8.1.1 Birefringence measurements

The calculations of the Raman elements in Section 6.2.1 can be generalized to an
arbitrary polarization. If we consider the degrees of freedom of our setup, the
polarization of the pump (P), the probe (p) and the analyser (A) can be described by
the following vectors:

|P⟩ =
(

cos φ
sin φ

)
=

( cos φ 0
0 cos φ

sin φ 0
0 sin φ

)
; |p⟩ = ( cos α

sin α ) ; |A⟩ =
(

cos θ
sin θ

)
(8.1)

where the |P⟩ has been expanded in a 4x2 matrix to act on the outer level indices of
the third-order Raman tensor R(3)

ijkl (Equation 6.15).
The reflectivity signal measured in the experiment is proportional to the Raman

elements isolated by the polarization geometry [3]. The action of the pump can be
formally described by the matrix

R(pump) = ⟨P|R(3)
ijkl|P⟩ =

a2 + c2 cos 2φ d2 sin 2φ

d2 sin 2φ a2 − c2 cos 2φ

 (8.2)

on which the probe ket acts

R(probe) = R(pump) |p⟩ =

(a2 + c2 cos 2φ) cos α + d2 sin 2φ sin α

d2 sin 2φ cos α + (a2 − c2 cos 2φ) sin α

 (8.3)

1 The MIR pump is vertically polarized. Because of its low photon energy, the rotation of the sample is
a cleaner solution than the use of waveplates specifically designed for the MIR spectral range.
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Figure 8.1: Birefringence measurements of the B1g and B2g symmetries. The "standard"
cross-polarization geometry (top) and the differential birefringent acquisition
(bottom) are compared. On the sketch in each figure the orange (grey) circles
represent the Cu2+ (O2−) ions.

The final reflectivity signal is finally worked out by considering the analyser after
the sample (⟨A| R(probe)) and we finally get:

∆R(φ, α, θ) ∝ A1g cos(α − θ) + B1g cos 2φ cos(α + θ) + B2g sin 2φ sin(α + θ)
(8.4)

where we have replaced the matrix elements (a,c,d) with the Mulliken symbols
representing the symmetry of the excitations.
From Equation 8.4 it is easy to show that in a cross-polarized geometry (θ ⊥ α)

the A1g contribution can be suppressed and, depending on the orientation of the
sample, either the B1g or the B2g mode can be isolated.
However, the same result can be obtained if we consider a different geometry in

which the desired signal is obtained as the subtraction of two components. Specifically,
if we place a polarizing beam splitter (PBS) after the sample, the two orthogonal
projections of the reflected probe beam can be simultaneously acquired. In this
way, the A1g signal is splitted into two equal contributions and is canceled out.
The differential reflectivity can be treated with the same formalism and if the half-
waveplate after the sample is rotated according to the incoming probe polarization so
that the orthogonal projections are always splitted by the (fixed) PBS (θ = α ± 45◦),
the two detected signals are

∆R+,−(φ, α) ∝
A1g√

2
+ B1g cos 2φ cos(2α ± 45◦) + B2g sin 2φ sin(2α ± 45◦)

(8.5)
and their difference reads:

∆R(φ, α) = ∆R+ − ∆R− ∝ B2g sin 2φ cos 2α − B1g cos 2φ sin 2α (8.6)

The two polarization geometries needed to isolate the B1g and the B2g modes are
sketched in Figure 8.1, where on the top we have illustrated the "standard" cross-
polarization configuration (Figure 6.3) and on the bottom the differential acquisition
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Figure 8.2: Birefringence at room temperature in B1g symmetry. a-b) Vertical and
horizontal projections, respectively, of the reflected probe beam as function of the
pump-probe delay and the probe wavelength. c) Subtraction of the maps in a) and
b) to get the B1g contribution. The MIR pump pulse has the following features:
hνMIR=70 meV and ϕMIR=0.2 mJ cm−2.

as described by Equation 8.6. In the following, we will refer to the measurements
done in the differential configuration as birefringent measurements. In fact, the
time-resolved differential acquisition of the two projections of the reflected beam is
a measure of the variation of the beam polarization due to the interaction with the
excited sample.

The birefringent approach has been adopted in otherworkswith quasi-monochromatic
probe beams [4, 1], but it was never applied to a broadband detection, so the spectral
dependence of the birefringence in cuprates is missing in literature. In the following
sections, we will characterize the time-dependent B1g and B2g signals in Bi2212 as
function of the sample temperature and the MIR pump wavelength over a spectral
range extending from 700 to 800 nm.

8.1.2 Measurements in the normal phase

The measurements have been performed using the setup sketched in Figure 7.5. The
spatial light modulator (SLM) has been programmed so that the spectral content of
the probe beam (λ0=750 nm, FWHM=∼55 nm) is not modified in the pulse shaper
board. In particular, we have used blazed gratings with the same diffraction efficiency
for all the spectral components. A quadratic and a cubic correction of the spectral
phase have been applied to compress the pulse (Section 7.4.1)2. An optical chopper (45
Hz) placed along the optical path of the pump allows to sort the pumped/umpumped
probe spectra and compute the relative transient reflectivity ∆R/R.
In Figure 8.2 we plot the results of a birefringent measurement performed in the

B1g symmetry in the normal phase (T=300 K). The panels a) and b) show the transient
reflectivity measured, respectively, along the vertical and the horizontal projections

2 Because the temporal chirp of the pulse is corrected by the pulse shaper, the pump-probe maps are
not corrected in post-processing as explained in Section 2.4.1.
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Figure 8.3: Dynamics of the B modes at T=40K. a),d) Sensitivity of the B1g/B2g symmetries
to the antinodal/nodal directions, respectively, in the Brillouin zone. b),e) Color-
coded ∆∆R/R maps of the B1g,B2g symmetries upon the photo-excitation by
a MIR pulse (hνMIR=70 meV) with fluence ϕMIR = 0.2 mJ cm−2. c),f) Time-
traces at different pumping fluences in correspondence with the probe wavelength
indicated by the white arrows in the maps.

of the probe. The dynamics and the spectral dependence are similar to the ones
measured in Y-Bi2212 and discussed in Section 3.5. No significant differences can be
appreciated between the signal measured in two projections. Following Equation 8.6,
their difference (∆∆R/R, Figure 8.2c) returns the signal associated to the B1g mode,
that, except for a slightly negative signal in correspondence with the pump-probe
overlap which can be associated to cross-phase modulation between the pump and
the probe, is null. Similar measurements performed in the B2g symmetry produce
the same result, indicating that the sample is not birefringent in the normal state.

8.1.3 B1g and B2g modes in the superconducting phase

In the superconducting (SC) phase (T=40 K), a birefringent signal arises in both the
B1g and B2g geometries (Figure 8.3b,e). In both configurations, the signal has a strong
spectral dependence, being mostly localized at approximately 770 nm (∼ 1.6 eV). In
this spectral region, the dynamics is a few picoseconds long while the signal vanishes
at lower probe wavelengths.
It is worth mentioning that the sign of the birefringent signal has only a relative

importance. As we can derive from Equation 8.6, the signal has a π periodicity, while
its sign changes every π/2. We have decided here to plot ∆∆R/R as a positive
signal, but the sign can be reversed either by rotating the probe polarization by 90◦
or by swapping the orthogonal projections onto the PBS.
The signals in the two scattering geometries have different dependence on the

pumping fluence. In Figure 8.3c,f we plot the time-traces averaged over the spectral
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Figure 8.4: Probe polarization dependence at T=40 K. a) Birefringence color-coded maps
for different probe polarization α and fixed pump polarization along the CuCu
axis (φ=45◦). b) Time- and wavelength-averaged birefringence (blue bullets) as
function of the probe polarization. The orange dashed line indicates the model
predictions based on Equation 8.6. The point at α=0 has been arbitrarily chosen
to coincide with the first experimental point. b) Time-traces of the birefringent
signal at different probe polarizations.

region centered at 775 nm in different excitation regimes. While at low fluence the B1g
and B2g dynamics are similar, in a strong perturbation regime the two symmetries
exhibit a different behaviour: the B2g symmetry remains positive, the B1g mode
displays instead a negative dip in the first hundreds of fs after the photo-excitation.

8.1.4 Probe polarization dependence

In order to experimentally verify the validity of Equation 8.6, we have performed a
set of measurements by keeping fixed the polarization of the pump (aligned parallel
to the CuCu axis of the CuO2 plaquette, φ=45◦) and rotating the polarization of the
probe. The time- and spectral-resolved maps are summarized in Figure 8.4a.
We plot in Figure 8.4b the results of the measurements by averaging the birefrin-

gence signal in the first 2.5 ps and in the wavelength region ranging from 760 to 780
nm. In agreement with the third-order tensor predictions, the signal is maximum
when the probe is parallel to the CuO axis (α=nπ/2) and is null when the probe
is instead oriented along the CuCu axis (α=nπ/4). The wavelength-averaged time-
traces plotted in Figure 8.4b for different α indicate that the dynamics of the non-zero
birefringence is similar for the choice of probe polarizations resulting in a positive
(α=0,180) and a negative (α=90,270) signal.
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Figure 8.5: Pump photon energy dependence in B1g and B2g symmetry. a-c) Color-
coded maps of the B1g mode for different photon energy of the MIR pump (135, 95
and 70 meV, respectively). d-e) Temporal traces of the B1g maps at two different
probe wavelength (∼770 and ∼745 nm, respectively). f-j) Same as a-e) but for the
B2g symmetry.

According to Equation 8.6, the non-null birefringence signal in this configuration
is related to the B2g symmetry. The extinction of the signal at α=nπ/4 confirms that
the polarization of the pump is a crucial parameter and a third-order Raman tensor
is required to correctly describe the selection rules in a pump-probe experiment.

8.1.5 Pump photon energy dependence

In Chapter 3 we have showed that the photon energy of the pump excitation can
have a strong impact on the dynamical response in cuprates. In particular, we have
showed that the response to sub-gap and above-gap pump pulses is different, both
spectrally and as function of the sample temperature.

We examine here the behaviour of the B1g and B2g signals as function of the photon
energy of the MIR pump. We consider a sub-gap pump (70 meV) and two pump
energies larger than the SC gap (95 and 135 meV). The results of the measurements
are plotted in Figure 8.5.

We observe that, while the B2g signal is not affected by the photon energy of the
pumps (neither spectrally nor temporally), the B1g signal exhibits a mild dependence
on the pump energy. In particular, the signal is identical when the sample is photo-
excited by the above-gap pumps, but it is enhanced by the 70 meV pump. We stress
that the pump fluence has been kept fixed (0.2 mJ cm−2) in all the measurements.
This different behaviour of the two Raman modes could be directly ascribed to

the d-wave symmetry of the SC gap. In fact, being the B2g mode sensitive to the
excitations in the nodal directions of the Brillouin zone, it is expected not to be
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Figure 8.6: Temperature scans in B1g and B2g symmetry. a) Time- and temperature-
dependent B1g signal at a fixed probe wavelength ∼770 nm, hνMIR=70 meV and
ϕMIR=0.3 mJ cm−2. b) B1g response as function of temperature at a 1 ps pump-
probe delay. c) Time-traces of the map at different temperatures. d-f) Same as
a-c) but for the B2g symmetry with identical pumping conditions.

affected by the photon energy of the pump because the SC order parameter is gapless.
On the contrary, the B1g symmetry probes the antinodal regions, where the gap has
a finite value. In this condition, a pump photon energy smaller or larger is likely to
give rise to different dynamics.

8.1.6 Temperature-dependence

Finally, we have performed continuous temperature scans of the birefringent signals
in the two symmetries across the SC transition. The results of the measurements are
displayed in Figure 8.6a,d, where the signals are plotted as function of the pump-probe
delay and the sample temperature. The black horizontal line denotes the critical
temperature TC of the sample.

In both symmetries, the signal changes sign when the pseudogap (PG) phase is
approached. However, the temperature dependence of the two modes is different, as
showed in Figure 8.6b,e. While in the antinodal symmetry the sign change occurs at
TC, in the nodal one the PG-like contribution dominates the response at temperatures
well below the SC transition one.

This finding is consistent with our recent report [1], where we used a d-wave
BCS model to describe the effect in terms of a MIR-induced enhancement of the pair
coherence in the antinodal region.
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Summary

The transient broadband measurements carried out in the B1g and B2g symmetries
have clarified two important points:

• The birefringent signal in both symmetries vanishes in the normal phase, so
its presence is linked to the emergence of the SC order parameter. Similarly to
what discussed in Chapter 3, the opening of a SC gap on the meV energy scale
impacts on the high-energy electrodynamics of the system.

• The signal associated to the nodal and antinodal regions in the superconducting
phase has a strong spectral dependence and it is visible only above ∼750 nm.
This suggests that the link between the low- and high-energy scales may affect
a specific optical resonance.

These two points will help us to rationalize the results obtained with the stochastic
approach.

8.2 randomized time-resolved measurements

The stochastic measurements were performed using the same setup employed in
the coherent ones, with the difference that the SLM was programmed to introduce
spectrally uncorrelated fluctuations across the pulse, as described in Section 7.4.2.
The initial idea of the experiment was to work in a birefringence geometry (θ =

α±45◦) to isolate the B1g and the B2g contributions. As the scattering from these
two Raman modes is expected to rotate the polarization of the incoming photons, we
were initially determined to reveal the correlations established by the Raman process
between spectral components having orthogonal polarizations. This idea led us to
the implementation of the polarization pulse shaper, a tool to introduce stochastic
and independent fluctuations in both the orthogonal polarization components. This
approach would have guaranteed a null correlation between the two polarizations
of the impinging probe pulse and thus enabling the potential observation of photon
correlations upon the interaction with the sample.

Although the commissioning of the pulse shaper was successful and we achieved
an independent stochastic shaping of the two polarization components, the approach
discussed above was not feasible due to the presence of the polycrystalline diamond
window at the optical entrance of the cryostat (chosen to guarantee a good transmis-
sion of the mid-infrared pump pulse) which was found to mix the two components.
Even if this mixing was negligible in the coherent measurements, in the stochastic
ones it was significantly amplified by the computation of the covariance, which is
highly sensitive to very weak signals. The mixing resulted in the presence of strong
instabilities due to the interference between the two mixed components, leading to
correlations that would have obscured those introduced by the interaction with the
sample.
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Figure 8.7: Time-dependent randomizedmeasurements. The randomized probe reflected
by the sample goes through a polarizing beam splitter cube which separates the
polarization component parallel (main) and orthogonal (residual) to the beam, that
are separately dispersed and detected using a pair of photodiode arrays. The probe
pulses are sorted into pumped/unpumped spectra based on the status of the optical
chopper (1 Hz) of the pump and the Pearson cross-correlation coefficient maps
are calculated independently on the two subsets. The signal ∆ρ(t̄) is obtained by
direct subtraction of the two maps at each pump-probe delay.

We then decided to block one arm of the pulse shaper and work with only one
polarization component (the vertical one). In order to track the correlations between
the photons changing their polarization after the interaction with the sample, we
rotated the angle θ of the halfwave plate after the sample to split the main and the
residual components of the reflected probe by means of the PBS (Figure 8.7). The
angle θ is adjusted before each measurement to optimize the extinction of the residual
component at equilibrium.

8.2.1 Cross-correlation measurements

As illustrated in Figure 8.7, at each pump-probe delay, a set of tens of thousand
randomized pulses is acquired and sorted into pumped/unpumped spectra according
to the status of the optical chopper placed along the path of the pump. The Pearson
correlation coefficient ρ is computed between the main and the residual channels for
the two subsets to get the two corresponding 2D maps.

The final observable of the experiment is the difference between the "pumped"
and the "unpumped" covariance maps at each time delay, denoted as ∆ρ(t̄).
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Figure 8.8: Covariance dependence on the noise configuration. Cross-correlation coeffi-
cient ∆ρ obtained at the pump-probe overlap (t=0 fs) at T=40 K for different noise
configurations of the randomized probe pulses: spectral fluctuations introduced
across the whole bandwidth (a), fluctuations introduced only on the high-energy
side of the pulse while the opposite side is kept unmodulated (b) or viceversa (c),
fluctuations present only on the high-energy side of the pulse while the intensity
of the opposite side is suppressed to zero (d) or viceversa (e). The pump photon
energy was set to hνMIR=125 meV.

8.2.2 Noise configurations

The programmable nature of the pulse shaper enables a high flexibility in the intro-
duction of the fluctuations, which affects the visibility of the pump-induced signal.
In Figure 8.8 we explore five different noise configurations and compute the corre-
sponding covariance map at the pump-probe overlap (t=0 fs).

In Figure 8.8a we consider a full modulation of the probe pulse, in which stochastic
fluctuations are introduced across its whole bandwidth, as plotted in the top panel.
The corresponding covariance map averages to zero, indicating that the spectral
correlations are the same in the presence or in the absence of the pump.

Similarly to the approach adopted for the measurements in α-quartz, we consider
a partial modulation of the pulses in which fluctuations are introduced either only on
the high- (Figure 8.8b) or only on the low- (Figure 8.8c) energy side of the pulse. In
these two cases, the covariance map has a chequered structure. Taking as an example
Figure 8.8c, the map can be divided into four quadrants, as indicated by the dashed
lines: the upper right (lower left) quadrant is related to the correlations computed
between the unmodulated (modulated) part of the spectrum, while the remaining
ones are the mixed blocks in which the covariance is computed between the coherent
and the stochastic parts.
Finally, in Figure 8.8d,e we consider instead a mean value shaping in which the

unmodulated part of the spectrum is suppressed to zero.
The picture emerging from these measurements is that pump-induced spectral

correlations arise only when the probe pulses are partially modulated. In particular,
a non-null covariance in the mixed blocks is found only when the low-energy side
of the spectrum is stochastically modulated (Figure 8.8c). This result is consistent
with the coherent measurements carried out in the previous section, where in the
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Figure 8.9: Data analysis scheme for a time-dependent stochastic experiment. a) Cross-
correlation ∆ρ coefficients at different pump-probe delays. b) Rotation of one
selected map and vertical integration of the mixed blocks to obtain the black curve.
c) Collection of the curves for all the time delays to build a correlation map as
function of the pump-probe delay (horizontal axis) and the shift from the diagonal
(vertical axis).

superconducting phase a birefringence signal associated to the B Raman modes is
present only above ∼750 nm (below 400 THz).
Interestingly, the map is not symmetric: correlations are imprinted in the pulses

only when photons on the low-energy side of the main polarization component are
scattered to the high-energy side of the residual one, and not viceversa. The fact that
in the corresponding mean value shaping configuration (Figure 8.8e) the correlations
are suppressed, suggests that the presence of a heterodyning field at the emission
energy is a requirement for the detection of the signal. Moreover, the coherence of
the heterodyning field in the partial modulation configuration seems to improve the
visibility of the signal, that is instead washed out when the heterodyning components
are also noisy, as in Figure 8.8a.

In the following, we will use only a partial noise modulation as in Figure 8.8c and
address the dynamics of the signal.

8.2.3 Temporal evolution of the correlations

In Figure 8.9a we plot the cross-correlation Pearson coefficient computed at different
pump-probe delays. At negative time delays, no pump-induced correlations are
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Figure 8.10: Time-resolved covariance maps in the normal phase. Maps measured at
T=300 K in a B1g (a) and B2g (b) geometry.

present in the mixed blocks of the maps, which arise instead at the overlap and evolve
at positive pump-probe delays.
In order to evaluate the frequency difference among the spectral components

entangled by the interaction with the sample, we perform a rotation of the maps and
re-define the horizontal axis to quantify the frequency shift from the diagonal (Figure
8.9b). As the only relevant information is contained in the mixed blocks, we cut the
upper right and lower left quadrants and perform the integration of the remaining
blocks along the vertical direction. In this way, one single curve is descriptive of the
2D correlation map at a fixed time delay.

By repeating the procedure for every pump-probe delay and stacking horizontally
the curves, we build a color-coded 2D map as function of the time delay (horizontal
axis) and the frequency shift from the diagonal (vertical axis) that compactly illustrates
the result of a full time-resolved stochastic measurement (Figure 8.9). We will use in
the following this map to discuss the results of the experiments conducted on Bi2212.

8.2.4 Onset of correlations in different phases

We performed time-resolved stochastic measurements on Bi2212 (TC=90 K) in the
B1g and B2g scattering geometries at different temperatures. The photon energy of
the MIR pump was set to hνMIR=125 meV and the pumping fluence to ϕMIR=1.5 mJ
cm−2. At each pump-probe delay, we acquired 60,000 different noise realizations,
including "pumped" and "unpumped" spectra.

normal phase We plot in Figure 8.10 the time-dependent correlation maps
measured at T=300 K in both the B1g and B2g symmetries. We observe no distinctive
features in the maps, meaning that no correlations are established within the pulses
upon the photo-excitation with the pump. We stress that even increasing the pump
fluence does not modify the result of the measurements.

superconducting phase When the sample is cooled down to T=40 K, a
positively-correlated signal arises in both the scattering geometries at the pump-probe
overlap and endures for a few hundreds of femtoseconds after the photo-excitation
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Figure 8.11: Time-resolved covariance maps in the superconducting phase. Maps
measured at T=40 K in a B1g (a) and B2g (b) geometry. c) Integration of the maps
in the first 300 fs. The vertical lines indicate the estimated first momentum of
the two distributions.

Figure 8.12: Time-resolved covariance maps in the pseudogap phase. Maps measured
at T=110 K in a B1g (a) and B2g (b) geometry. c) Integration of the maps in the
first 300 fs. The vertical lines indicate the estimated first momentum of the two
distributions.

(Figure 8.11a,b). To study the spectral dependence of the correlations established, we
integrate ∆ρ in the first 300 fs of the dynamics and plot the result in Figure 8.11c
for both the B modes. If we compare the correlation spectra with the B1g and B2g
responses in Figure 6.4, it is clear that the correlations imparted by the photo-excited
sample have a spectral dependence consistent with the modes measured by spon-
taneous electronic Raman scattering. The estimation of the first-momentum of the
two distributions computed in the range (0-50) THz indicates that the B2g mode lies
at lower energy with respect to the B1g one, in agreement with the scattering from
electronic excitation discussed in literature (ref. [5] and references therein).

pseudogap phase Interestingly, we observe in the PG phase (T=110 K, Figure
8.12) a time-resolved correlation signal that is qualitatively similar to the one mea-
sured at T=40 K. Analogously to the SC phase, only the spectral components whose
frequency difference is less than∼30 THz are correlated. The signal integrated in the
first 300 fs after the photo-excitation is plotted in Figure 8.12c for the two electronic
symmetries. In the PG phase, the estimation of the first momenta of the two distribu-
tions seems to indicate that the two modes lie at similar energies, that would possibly
suggest a modified symmetry of the pairing in the PG phase. It should be stressed,
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Figure 8.13: Correlation dynamics. Correlations integrated between 0 and 20 THz plotted
as function of the pump-probe delay in the superconducting and pseudogap
phase for the B1g (a) and B2g (b) mode.

however, that this is only a preliminary analysis and, although reproducible in this
particular sample, this result should be confirmed in a more systematic campaign
involving various samples with different dopings. The fact that a SC-like covariance
signal is present also in the PG phase represents by itself the major outcome of our
work, regardless of the details of its spectral dependence that will be neglected in the
present discussion.

8.2.5 Dynamics of the correlations

In Figure 8.13 we compare the dynamics of the covariance signal measured in the
two scattering geometries both in the SC and in the PG phase. Each point in the plot
is the result of the integration of the time-resolved correlation maps over a frequency
window from 0 up to 20 THz. In both symmetries and phases, the correlations are
completely suppressed within the first 2-3 ps.

The decays of both the B modes cannot be represented by a single decaying expo-
nential. The solid lines in the panels are fits to the data using a double-exponential
function, characterized by two timescales τ1 and τ2, convoluted with a Gaussian to
account for the finite duration of the pump and probe pulses. While the dynamics in
the SC phase shows only a mild dependence on the symmetry of the modes, in the
PG phase we observe a faster dynamics in the antinodal excitation with respect to
the nodal one, whose lifetime is comparable instead with that measured below the
SC critical temperature.

8.3 discussion and conclusions

The finding of a SC-like covariance signal in the PG phase represents the major out-
come of our work. This evidence signals the presence of short-lived superconducting
fluctuations throughout the PG phase.
On the other hand, the observation of a clear and reproducible signal in the PG

phase has remained elusive in standard electronic Raman scattering measurements.
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Some indications of a depletion of spectral weight at low energies (<700 cm−1) at
temperatures above TC have been reported [6, 7, 8, 9, 10, 11], evidencing a strong
dependence on the doping of the samples [12]. However, the study of the temperature
dependence in the B1g and B2g electronic symmetries is still ambiguous and no
consensus has been reached yet about the role of the two excitations in the onset of
superconductivity.

In this regard, it is important to note that the interpretation of the covariance maps
in our experiment is fundamentally different from the more familiar electronic Raman
spectra. Our technique is sensitive to the presence of correlations, regardless of how
they have been established. This means that we are not able to discriminate between
an intensity depletion or gain, but we are only able to quantify the energy scale in

which a re-arrangement of the electronic continuum imparts correlations among the

Fourier components of the probe pulse. We stress that this important aspect prevents a
direct comparison between our results and the literature.
More importantly, the Raman process itself revealed by our covariance-based

method is different from the more common electronic Raman scattering in a number
of ways. Firstly, in our experiment the excitation is impulsive, and not integrated
in time as in a standard Raman measurement; this means that we are able not
only to track the sub-ps evolution upon the pump photo-excitation, but also to
heterodyne the detection of the signal fields thanks to the broad spectral content
of the pulses. Secondly, in a standard Raman experiment the photon scattering
process is spontaneous, in the sense that the Raman resonance is established by only
one, off-resonance input field. In our framework, the Raman scattering has instead
a stimulated character, arising from the simultaneous and resonant excitation by
two incident fields, whose phase difference locks the initial phase of the excitation.
This last aspect leads us in turn to the third point, that is the coherent nature of the
signal that we detect, in contrast to the incoherent signal detected by the spontaneous
electronic Raman scattering. Due to the fixed phase relationship among all the excited
emitters, the photons are scattered coherently from the sample in our experiment.

The coherent character of the signal, in combination with the pump-probe scheme
we implemented, allows to access not only the energy of the excitation, but also its
coherence time, a piece of information that is lost in standard static experiments.
The mean-value measurements discussed in Section 8.1.4 indicate that a third-order
Raman tensor description based on the D4h space group is required to formally
describe the pump-probe experiment. Therefore, the signal dependence on the pump
polarization implies that the pump pulse injects a coherent excitation in the system,
that lasts at least for a few picoseconds.
In view of these considerations, the observation of a covariance signal in the PG

phase that is spectrally consistent with the presence of a SC gap may be interpreted
as a signature of a local pairing. There are several indications that superconducting
fluctuations persist in cuprates at temperatures well above the critical one, despite
the melting of the macroscopic SC state [13, 14, 15, 16, 17]. This opened to the
possibility that the gap formation and the phase coherence are distinct and inde-
pendent processes in cuprates, and the fragility of the SC phase arises from a loss
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of phase coherence above TC where, however, a local pair formation endures. In
this perspective, due to its incoherent detection, spontaneous Raman scattering is
not an adequate probe as the signal field would be averaged over a large portion
of phase-disordered pairs. On the other hand, the intrinsic coherent nature of our
covariance-based approach may provide the means to locally probe the scattering
from preformed Cooper pairs and its dynamics.

The measurements currently at hand do not conclusively elucidate the origin of the
gap in the PG phase nor its symmetry. A more systematic study involving samples
with different dopings would be needed to build a more comprehensive picture.
Furthermore, so far we have measured the dynamics at three fixed temperatures;
nonetheless, a denser temperature scan is essential to draw a covariance-based phase
diagram of the effect. Both these campaigns of measurements will be at the core of our
future investigations. Their feasibility, however, relies on a structural improvement
of the technique that, in the current form, is limited by the refresh rate of the SLM and
requires acquisition times that are too long to make the measurements efficient in a
large set of samples. We are currently envisioning diverse strategies based on different
devices to manipulate the probe pulses and introduce the randomized fluctuations.
The most promising one is a solution based on an acousto-optic programmable
dispersive filter, in which the pulse shaping is the result of an acousto-optic interaction
between a controllable acoustic wave in a nonlinear crystal and the light pulse
propagating into it, that would allow to increase the speed of the experiment by at
least two orders of magnitude. The implementation of such device would make the
technique feasible to explore different doping and temperature regimes and establish
it as a powerful tool to study transient nonlinear processes using higher modes
beyond the mean-value.
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CONCLUD ING REMARKS

The phase diagram of quantum materials is ruled by competing interactions that,
in response to even weak external stimuli, can lead to dramatic changes in their
macroscopic properties. This complexity, which challenges our understanding of the
properties of matter, makes these systems highly appealing from both a fundamental
and a technological point of view.

The advent of sub-picosecond pulsed laser sources marked a turning point in the
field, enabling to resolve the relaxation dynamics of the coupled degrees of freedom
at their fundamental timescales. Moreover, many recent experiments in quantum
materials opened the way to the ultrafast manipulation of their functional properties
via the impulsive interaction with suitable light pulses.

In this work, we adopted a twofold strategy to investigate the non-equilibrium
states in these systems.

• In the first part of the thesis, we designed and characterized a three-pulse
setup combining a visible pump, a mid-infrared pump and a white-light visible
probe. The uniqueness of this approach lies in the broad tunability of the
sources that, ranging from tens of meV to a few eV, makes the setup ideally
suited for the investigation of quantum materials, where the manifestation
of several low-energy many-body states is pushed to higher energies by the
strong correlations.

• In the second part of the thesis, we explored how the study of higher-order ob-
servables beyond the mean-value can provide information on nonlinear optical
processes that is prevented in more standard integrated protocols. In particu-
lar, we developed a covariance-based approach to study the electronic Raman
scattering from a cuprate superconductor in out-of-equilibrium conditions.

The measurements performed employing the three-pulse setup emphasized how
the energy-selectivity of the photo-excitation is indeed a crucial parameter in deter-
mining the non-equilibrium properties of different classes of materials.

In cuprates, for example, above- and below-gap pulses were found to affect differ-
ently the electrodynamics at high energies, where an interband oscillator at 2 eV was
identified to be involved in the onset of superconductivity (Chapter 3).
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In the 1D antiferromagnet TiOCl, the selective stimulation of two dd transitions
was found to induce a non-thermal renormalization of the Mott gap energy, whose
dependence on the orbital symmetry (in addition to the different relaxation dynamics
measured) could be an indication of a magnon-orbiton coupling in the spin-Peierls
phase (Chapter 4).
In bulk black phosphorus, a layered van der Waals semiconductor, the photo-

excitation with sub-gap mid-infrared pulses was found to possibly undress the mono-
layer exciton resonance through the non-adiabatic modification of the screening
environment (Chapter 5).

The remarkable variety of materials and phenomena that we have studied in this
work demonstrates the high versatility of the three-pulse technique developed. We
stress, however, that the considerable size of the parameter space that can be explored
by our setup paves the way to even more diverse applications, ranging from excited
state absorption studies to the optical tuning of charge transfer rates in organic pho-
tovoltaic materials. The two above-mentioned examples, although not included in
this dissertation, have also been investigated during my PhD project in collaboration
with the Cerullo lab1 and the Scholes group2, respectively.

The second important aspect that emerged from this work is the hidden potential
of noise-assisted techniques. By implementing a covariance-based Raman scattering,
we showed how, without compromising the spectral resolution, this approach allows
to track the pump-induced Cooper pair breaking in cuprates with a sub-picosecond
resolution, not otherwise attainable in standard time-resolved Raman scattering
experiments.

We observed that, upon the pump excitation, the electronic continuum re-arranges
on an energy scale comparable with the superconducting gap and imparts distinguish-
able correlations among the spectral components of the randomized probe pulses
(Chapter 8). In this regard, the experimental observation of gap-size correlations well
above the critical temperature has been interpreted as an evidence of gap formation
in the pseudogap phase, where, in spite of the phase-incoherence of the order param-
eter, a local pairing may endure. Additional measurements on samples with different
doping contents, however, are required to improve our understanding of the effect.

Altogether, the body of evidence emerged from our investigation on copper-oxide
superconductors, both via three-pulse spectroscopy and covariance-based Raman
scattering, points to the following elements: i) a high-energy excitation at 2 eV (having
either orbital or charge transfer character) is predominantly involved in the pairing; ii)
signatures of superconducting fluctuations above the transition temperature suggest
that the pairing and the phase coherence are separate processes in cuprates and, as
such, may be independently manipulated.

1 Dipartimento di Fisica, Politecnico di Milano, Milano, Italy

2 Department of Chemistry, Princeton University, Princeton, New Jersey 08544, United States
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In our opinion, these two aspects should be deemed central in any attempt to
favour the pairing in these systems, equally in equilibrium and out-of-equilibrium
approaches.

Finally, we highlight that a recently emerging possibility in the field of quantum
materials is the control of their properties with quantized photon modes in cavities.3
Although still mostly limited to theoretical works, the investigation of strong light-
matter coupling regime in these materials is yielding promising results, such as
the enhancement of magnetic interactions in electron correlated systems and the
manipulation of the superconducting order-parameter phase coherence in cuprates
embedded in THz cavities.

On the basis of our results, we suggest that the hybridization of high-energy elec-
tronic excitations (rather than low-energy vibrational modes or Josephson plasma
resonances) via resonant optical cavities should also be explored. Given the cen-
tral role played by high-energy excitations in the pairing mechanism, the tailored
engineering of their electromagnetic environment may provide the holy grail of con-
trolling and enhancing the superconducting phase in copper oxide-based compounds.

3 Schlawin, F., Kennes, D. M., and Sentef, M. A. (2022). Cavity quantum materials. Applied Physics

Reviews, 9(1), 011312. and references therein
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